FUNDAMENTA
MATHEMATICAE
179 (2003)

Thickness, and a categoric view of type-space functors
by

Itay Ben-Yaacov (Cambridge, MA)

Abstract. We define the class of thick cats (compact abstract theories, which con-
tains in particular semi-Hausdorff, Hausdorff and first order cats), and prove that in this
class simplicity behaves as in first order theories. We consider well-known first order no-
tions, such as interpretability or stable dividing/reduct, and propose analogous notions
that can be naturally expressed in terms of maps between type-space functors. We prove
several desirable properties of the new notions and show the connection between them
and their classical counterparts. We conclude with several scattered results concerning
cats and simplicity.

Introduction. In [Ben03] we defined cats (or compact abstract theo-
ries), which may be viewed as a model-theoretic framework with compact-
ness but without negation. It is more general than the first order framework,
and can accommodate, for example, various kinds of analytic structures that
do not admit a first order description. In fact, we showed the equivalence of
several quite different approaches to the definition of cats, each having its
own merits.

The first and most concrete presentation of a cat is via a particular kind
of universal domains which are homogeneous and compact in a language
without negation. Types, dividing, etc., are defined more or less as usual
inside a universal domain. In [Benb] we showed how simplicity can be de-
veloped in this context from the assumption that non-dividing has the local
character, even though this does mot imply that non-dividing extensions
always exist.

In the first section of the present paper we introduce the class of thick
cats, i.e., cats where indiscernibility is type-definable. We show that the
thickness assumption is very mild, and that with this assumption many
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properties of first order simplicity which do not necessarily hold in a general
simple cat, do hold in a simple thick cat:

(i) If p € S(A) and B D A then p has non-dividing extensions to B.

(ii) Moreover, with the same assumptions, the set {a:a EpAa L4 B}
is type-definable (we would say that complete types have definable indepen-
dence).

(iii) The theory of definable groups (which corresponds to the theory of
hyperdefinable groups in first order theories) can be developed as well. We
content ourselves with showing that generic types exist.

(iv) As a side remark, even though the results in [Ben02] (and in its
sequels, [BTW, BW]) are stated for first order theories, a closer inspection
would reveal that one only uses the existence of non-dividing extensions,
definable independence for complete types and the fact that indiscernibility
is type-definable. In other words, the theorems contained therein are about
simple thick cats.

The second section uses the fact that a cat is essentially characterised
by its type-spaces, or more precisely by its type-space functor. This section
stems from the intuitive feeling that relations between two theories are most
elegantly viewed, and in fact should be viewed, as mappings between their
type-spaces. We consider two such relations, namely that of interpretation
of one theory in another and that of a stable reduct of a simple theory, and
try to present them in this manner. We obtain the notions of description
and stable representations, respectively, which are more general than the
original ones, and allow us to strengthen some known results. For example:

(i) A simple thick cat is unstable if and only if it describes the random
graph.

(ii) If a simple theory has a stable representation then it has stable
dividing, and all known simple theories have stable representations.

In [BPV, Bena] we define the theory T of lovely pairs of models of a
simple first order theory, or more generally of a thick cat T. We show in
particular that 7F admits a natural description in 7" which also preserves
independence. It follows quite easily that if 7" admits a stable representation
then so does T'F. Such a preservation result is not at all clear for, say, stable
dividing.

The third section is a collection of various results, mostly independent
of each other and of the first two sections, which the reader is invited to
browse at her or his ease.

Let us give a few reminders concerning cats.

DEFINITION 0.1. Let £ be a first order language, and fix a positive frag-
ment of L, i.e., a subset A C L which is closed under positive boolean
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combinations (actually, £ is completely unimportant, all we want is A). A
formula, unless otherwise qualified, is always a member of A, and similarly
for partial types.

A universal domain (with respect to A) is a structure U satisfying:

(i) Strong homogeneity: If A, B C U are small and f : A — B is a
A-homomorphism (i.e., for any ¢ € A and a € A, U F ¢(a) = U E
©(f(a))), then f extends to an automorphism of U (so in particular, f is a
A-isomorphism of A and B).

(ii) Compactness: Every small partial A-type over U which is finitely
realised in U is realised in U.

Although this is not required by the definition, we will also assume that
every existential formula, i.e., formula of the form Jy ¢(x,y) where ¢ € A, is
equivalent in U to a partial A-type. (If not, we can always close A under ex-
istential quantification without harming either compactness or homogeneity;
this is just usually unnecessary.)

Saturated and strongly homogeneous models of first order theories are
one example of universal domain (with A = £). Another easy example which
we will refer to later on is that of Hilbert spaces:

Fact 0.2. Let H be the unit ball of a very large Hilbert space. Let A
be the set of all formulas of the form s < || Y., Nizi|| < r (closed under

positive boolean combinations). Then H is a universal domain with respect
to A.

The negative universal theory of a universal domain
Th(U) =4{VZ —¢ : ¢(T) € A, U EVT —¢(T)}

has the property that the category of subsets of its e.c. models has the amal-
gamation property (there is a little twist here, since the notion of e.c. models
is defined with respect to A-homomorphisms). A negative universal theory
having this property is called a positive Robinson theory. Conversely, if T is
a positive Robinson theory, and in addition is complete (i.e., the category
of its e.c. models has the joint embedding property), then 7" = Thy(U) for
some universal domain U. Thus the giving of a universal domain is essen-
tially the same as the giving of a positive Robinson theory. Henceforth, a
theory means a positive Robinson theory, unless explicitly stated otherwise.

To a universal domain U, or to a theory T, we associate type-spaces:
for every set of indices I we define S;(7") as the set of all maximal types in
« variables which are consistent with 7. If U is a universal domain for T’
then this is the same as U!/Aut(U), by homogeneity. We put a compact and
T; topology on S;(T') by taking the closed sets to be those defined by partial
types. If S,,(7") is Hausdorff for every n < w then S;(7T") is Hausdorft for every
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set I, and we say that T' is Hausdorff. One consequence of being Hausdorff
is that the property of two tuples to have the same type is a type-definable
property. If only the latter holds, we say that T is semi-Hausdorff.

1. Thick cats. We adapt the notion of a thick formula, originally de-
fined by Ziegler, to the context of cats. We then define a thick cat as one
which has enough thick formulas to define indiscernibility by a partial type,
and prove that simplicity theory for thick cats is a rather complete generali-
sation of the first order case, and does not suffer from the many deficiencies
of simplicity theory for arbitrary cats.

The class of thick cats is a very large one: it contains all semi-Hausdorff
cats, and therefore all Hausdorff and first order cats, which means almost all
known examples. On the other hand, we show in [Benb, Example 4.3] that
ultrametric spaces with distances in w form a stable cat where not all types
have non-dividing extensions; it follows from what we show below that this
cat cannot be thick.

In order to be able to take advantage of thickness, we introduce the total
D-rank, which calculates at once all local D-ranks. This rank is witnessed
by a tree, or by a sequence of dividing formulas, which are not well-founded
(the order type of the sequence or of the levels of the tree is an inverse
ordinal). This may seem unnatural at first, and poses technical problems
when one wants to use proof by induction (essentially for Proposition 1.12).
Instead, we use induction for the finite case, where an inverse ordinal is also
well-ordered, and then use compactness and thickness to extend the result to
the infinite case. We conclude that the local character of dividing gives the
same theory of independence as in the first order case (plugging in results
from [Benb], or just following the development in [Pil00]).

Thickness is also used in order to show that the set of complete types
over a set A that have a given (or higher) D-rank is closed: in the first
order case we would just take the negations of all formulas that would make
the D-rank too low, but this cannot be done in a cat. This application of
thickness is essential for the proof that every definable group has generic
elements, as we show by a counterexample.

1.1. Thickness. Thick formulas were defined by Ziegler in the context
of first order theories; for example, see [CLPZ01, Definition 1.10]. However,
this definition is not suitable in the context of cats, so we use one of the
equivalent conditions of [CLPZ01, Fact 1.11] instead. Thin formulas are
defined accordingly.

DEFINITION 1.1. Let ¢(z,y) be a formula where x and y are of the same
sort (that is, tuples of variables of the same length and sorts).
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(i) ¢(x,y) is thin if for no indiscernible sequence (a; : i < w) do we have

@(CLO: al)'
(ii) @(x, y) is thick if p(ag, a1) holds for every such indiscernible sequence.

This should be obvious:

Fact 1.2. (i) ¢(z,y) is thin if and only if there is n < w such that there
is no sequence (a; : i < n) with p(a;,a;) for every i < j < n. If n is the
minimal such, we say that ¢ is n-thin.

(ii) @(x,y) is thick if and only if all its negations are thin.

We see that if ¢ has a thick negation, then it is thin. The converse of
this observation would be that if ¢ is thin then it has a thick negation. This
would mean, in a sense, that T' “has enough thick formulas”:

DEFINITION 1.3. A cat T is thick if every thin formula has a thick nega-
tion.

DEFINITION 1.4. Let a and b be two tuples of the same length (finite or
infinite), and A a set. Then d4(a,b) is the minimal n < w such that there
are @ = agp,...,ay, = b and a;,a;+1 can be continued to an A-indiscernible
sequence for all ¢ < n. If no such n exists then da(a,b) = co. We write d
instead of dy.

ProprosITION 1.5. The following are equivalent:
(i) T is thick.
(ii) Every 3-thin formula has a thick negation.
(iii) The property that an infinite sequence is indiscernible is type-
definable.
(iv) The property d(z,y) <
(v) The property da(z,y)

Proof. (i)=(ii). Clear.

(ii)=-(iii). For two tuples of variables of the same sort = and y, define
7(x,y) as the set of all thick formulas in z and y (it varies, of course, with
the sort of x and y, but since the sort is always clear from the context we
just write ).

If a and b lie on some indiscernible sequence, then necessarily m(a,b),
since w only contains thick formulas. On the other hand, if a # b, then
there are contradictory formulas ¢(z) and 1 (z) such that F ¢(a) A(b); the
formula x(z,y) = ¢(x) A(y) is then 3-thin, so by assumption 7 contradicts
it. This shows that

1 is type-definable.
< 1 is type-definable for every set A.

d(a,b) <1 = Emn(a,b) = a=h.



204 I. Ben-Yaacov

Given a sequence of (tuples of) variables (z; : i < w), we define

Qind(f) = /\ 7T(.%'Z'0 ST IREPI 1) A xjnfl)'
nN<w; 10<...<tn—1<Jo<...<Jn—1

One verifies that O;,q defines the property of being an indiscernible sequence.

(iii)=(@v). d(z,y) < 1 is defined by Jz<,, Ond(z,y, 2<w), where Oipqg
defines the property of being an indiscernible sequence (existential quantifi-
cation of a partial type is equivalent to a partial type, by compactness).

(iv)=-(i). The partial type defining d(z,y) < 1 can only contain thick
formulas, and in fact it is equivalent to the set of all thick formulas. If p(z, y)
is thin then it contradicts d(z,y) < 1, and therefore it contradicts some thick
formula.

(iv)e(v). da(z,y) <1isjust d(zA,yA) < 1. m 5

We recall that a cat is said to be Hausdorff if its type-spaces are, and
it is semi-Hausdorff if equality of types is type-definable. Then Hausdorff
implies semi-Hausdorff, and semi-Hausdorff implies thick.

1.2. Simplicity. We aim to show that in a thick cat, simplicity behaves
much like in the first order case: the local character of ordinary dividing
implies the extension axiom.

CONVENTION 1.6. We work in a thick cat 7.

The reason that extension does not follow in cats from the local character
by classical arguments is that a type over A does not have a non-dividing
extension to B if and only if it implies an infinite disjunction \/,_, ¢;(z, b;)
where each ¢;(z,b;) is a formula over B which divides over A, and we do
not know whether this can be reduced to a finite disjunction. Therefore, we
need a rank that can handle infinitely many formulas at a time.

We define a rank which calculates in one blow all local D-ranks, and a
bit more. Recall first that if ¢(z,y) and ¥ (y<x) are formulas, then ¢ is a
k-inconsistency witness for ¢ if Y (y<x) A N\, <1, (2, yi) is contradictory; and
in this case, p(z, b) divides over ¢ with respect to 1) if there is a c-indiscernible
sequence (b; : i < w) such that by = b and F t(bg, ..., bg_1).

NOTATION 1.7. Let us fix a sort by naming a variable x in that sort.
Z(x) is the set of all pairs (¢,1), where ¢(z,y) is any formula (z is fixed,
but y may vary) and ¥ (y<x) is a k-inconsistency witness for ¢, for some
k<w.

Z(x)* is the class of all sequences of ordinal length in =(z), and if £ €
Z(x)* we also write it as £«o = (& 1 < ) = ((wi, ;) : i < ), where each
¥; is a k;-inconsistency witness for ¢;(z, y;).

If £,¢ € E(x)* then € < ( if £ is an initial segment of (.

Ordinarily « is clear from the context, so we just write =.
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DEFINITION 1.8. Let p(x) be a partial type, say over A. Its total D-rank,
denoted D(p, =), is a subclass of =*. For (., € 5%, we define whether
€<a € D(p, =) by induction on «:

e a=0:0€ D(p, =) if p is consistent.

o o limit: £ € D(p, 2) if {3 € D(p, =) for every 8 < a.

o o = [3+1: Write g = (p,v). Then (< € D(p, Z) if there exists b such
that ¢(z,b) divides over A with respect to ¢, and {«g € D(p A ¢(z,b), ).

REMARK 1.9. If A C B and ¢(z,b) divides over A with respect to v,
then there is &' =4 b such that ¢(x,V’) divides over B with respect to 9.
Thus the precise choice of the set of parameters A is not important.

We could have just as well defined D(—, {2) for any 2 C =. Then the
new rank is a natural extension of the old local ones, since D(p,{(¢,®)})
is essentially the same thing as the rank D(p, , ) (that is, D(p, ¢, %, 1))
from [Benb].

DEFINITION 1.10. Let A be some set, and & = ((¢;,¢;) 1 i < @) € <.
We say that a satisfies divg 4 if there exists a sequence (bi : i < a) such
that o;(x,b;) divides over A U bs; with respect to 1; for every i < w and

F i pila, bi).
LEMMA 1.11. divg—yA(m) is defined by a partial type over A.

Proof. First, for every pair (¢(x,y),¥(y<x)) € =, there is a partial type
Do, A(y) over A such that F py y 4(b) if and only if p(x,b) divides over A
with respect to ¢: all we have to say is that there exist (y; : j < w) which are
A-indiscernible (this is where thickness comes into play) satisfying 1 (y<r) A
Y = Yo

Now divg 4(z) can be expressed by saying that there exist (y; : i < )
such that o;(x,yi) A Py, v, Ay, (yi) holds for each i < cv. w11

The fundamental property of the D(—, £ rank is the following:

PROPOSITION 1.12. Let p(x) be a partial type over a set A and £e =,
Then & € D(p, Z) if and only if divg—A(a:) A p(x) is consistent.

Proof. Right to left is by induction on a: 0 and limit are trivial. For
a = B+1, let a realise dng}A(l‘) Ap(x), as witnessed by a sequence b.,,. Then
b<p witness that dive_, ap, (@) Ap(a) Apg(a, bg), so < € D(pApg(z,bs), =)
by the induction hypothesis. Since in addition ¢g(z, bz) divides over A with
respect to 1)g, we get £<o € D(p, Z).

Left to right: For a = 0 this is trivial. For « successor, the mirror image
of the argument above works. For « limit observe that D(p, =) is closed for
subsequences and apply the type-definability of divg—’ 4 the finite case, and
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compactness. (This last argument works in fact for every infinite «, not only
11H11t> ] 12

COROLLARY 1.13. (i) Assume that p is over A and & € D(p,Z). Then
there exists ¢ € S(A) extending p with € € D(q, E).

(ii) If p(x,Y) is a partial type over B, then the set {A: £ € D(p(z, A), =)}
s type-definable by a partial type in'Y over B.

(iii) The property € € D(x/Y,Z) is type-definable by a partial type
mx,Y.

(iv) € € D(p, Z) if and only if every finite subsequence of & belongs to
D(p, =).

Proof. (i) Let a realise p A divg 4. Then ¢ € D(a/A, 2).

(i) We can express this as: 3z divg y p(z) A p(z,Y).

(iif) This is just divgy (x).

(iv) By compactness. mj 13

REMARK 1.14. Note that in the definition of divg 4(z), each formula is
expected to divide over the tail of the sequence, and not over its head. Thus,
the property <o € D(p, =) is equivalent to the existence of a corresponding
tree, the order type of whose levels is a*, that is, a with inverse order. In
particular, if « is infinite, the tree is not well-founded, and its definition is
rather cumbersome. This is why we skip the definition of the corresponding
tree, and use divg 4 instead. Thickness is used to get around the fact that
o* is not well-ordered.

Of course, the same is true for ordinary local D-rank, which is just a
special case of the total D-rank, but since ranks are then finite, we usually
consider the sequence (or tree) in the “wrong” direction without noticing.

We have all the tools necessary to prove:

THEOREM 1.15. In a thick simple cat, every complete type has non-
dividing extensions to every set.

Proof. Let p € S(A), and B O A. Since T is assumed to be simple,
D(p, =) is a set: in fact, D(p, =) C =<ITI" Thus by Zorn’s lemma, there is
amaximal £ € D(p, £). By Corollary 1.13 we can find ¢ € S(B) extending p,
with &€ € D(q, £). Assume that g divides over A, say q - ¢(x,b) and ¢(z,b)

divides over A with respect to ¢. Then (&, (¢,¢)) € D(p, £), contradicting
the maximality of £. my 15

Here are a few useful observations. We assume that 7" is thick and simple.

PROPOSITION 1.16. (i) Equality of Lascar strong types over A is type-
definable over A.
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(ii) Let p C q be complete types over A C B, respectively. Then q is a
non-dividing extension of p if and only if D(p,=) = D(q, Z) if and only if
D(q, =) contains a mazximal element of D(p,=).

(iii) Let p € S(A). Then the property p(z) Ax L 4 y is type-definable in
Y.

In the terminology of [Ben02], we would say that complete types have
definable independence.

Proof. (i) Using the independence theorem, a =% b < d4(a,b) < 2, and
the latter is type-definable by thickness.

(ii) We have already seen in the proof of Theorem 1.15 that if ¢ contains
a maximal element of p then it cannot divide over A. Conversely, if ¢ does
not divide over A and {~, € D(p, =), then we prove that £« € D(q, =) by
induction on «, as is done for local D-ranks in [KP97].

(iii) Let £ € D(p,Z) be maximal. Then divg 4, (@) A p(z) defines the
required property. mj 16

1.3. Groups. Let (G,-) be a group definable over ) in a thick simple cat.
Define the G-stratified total rank:

DEFINITION 1.17. Let p(x) be a partial type over A, p(z) - = € G. Let
€ € 5% For a = 0 or limit we define £ € Dg(p, Z) as for D(—, =). If a =
B+ 1, write £g = (¢, ). Then £« € Dg(p, Z) if there are b and g € G such
that ¢(z,b) divides over A with respect to ¢ and (<3 € Dg(pAp(g-x,b), =Z).

And similarly:

DEFINITION 1.18. Let A be some set, and & = ((¢;,¢;) 1 i < @) € Z%.
We say that h satisfies div& £ if there exists a sequence (b;, g; : i < ) such
that ¢;(z,b;) divides over A U b~; U g~; with respect to v; for every i < w
and E /\z goi(gi . h, bl)

Adapting proofs from [Pil98] or [Wag01] we obtain:

FacT 1.19. (i) Dg(—, =) € =<',

(ii) £ € Dg(g9/AB) < gF le—

(iii) Dg(—, &) is translation- mvarmnt D¢(p(x),Z) = Dg(p(g - x), 5).

(iv) Dg(—, Z) witnesses dividing: if p C q are complete types of elements

of G, then q is a non-dividing extension of p if and only if Dg(p,=) =
D¢(q, Z) if and only if Dg(q, =) contains a maximal element of Da(p, Z).

Fix a set of parameters A. Let £ € Dg(G, Z) be maximal, and let g F
ding. IfheG, hlag, then

€ € Dg(9/A, E) = Dg(g/Ah, 5) = Dg(h - g/Ah, 5)
C Dg(h-g,%) C Dg(G, Z).
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Since ¢ is maximal in Dg(G, Z) it is maximal in Dg(h - g, =), whereby
Ah L h-g. In other words, g is right-generic.

Now let ¢ € Dg(G, =). Then we can find h € G such that h L4 g and
¢ € Dg(h/A, Z), whereby h L4 h- g and

( € Dg(h/A, =) = Da(h/Ah-g,Z) = Dg((h-g)~' - h/Ah - g, =)
C Da(g7'/A, 2).

In other words, Dg(g~'/A, Z) = Dg(G, =), so g~ ! is right-generic as well,
and we conclude that g is generic (that is, both right- and left-generic) and
Dalg/A, E) = Do(G, 2).

We conclude:

FAcT 1.20. G contains generic elements over every set. For a set A and
g € G, the following are equivalent:

(i) g is generic over A.
(iii) Dg(g/A, =) contains a mazimal element of Da(G, 5).

So the generic elements of G form a non-empty type-definable set.

REMARK 1.21. We could have also taken a path closer to [Pil98], proving
that an element of G whose sequence of D¢ (—, ¢;,1;)-ranks is maximal in
some lexicographic order is generic.

We can show that for the existence of generics, the thickness assumption
is not redundant. This example will be referred to as the White Queen’s
Paradox:

First, it was shown in [Ben03, Example 2.39, Remark 2.42] that there
is a language for the category 4 of Hilbert spaces in which they are semi-
Hausdorff, so in particular thick.

Alternatively, we gave in [Ben03, Example 2.39] a language for the cat-
egory A of Banach spaces where addition, as well as multiplication by any
scalar, are definable. If we took .7 with the same language the same proof
would go through, whence the existence of a language for Hilbert spaces
where addition is definable.

However, these two languages are incompatible:

PROPOSITION 1.22. There is no language for 7€ such that:

(i) Compactness holds.
(ii) Thickness holds.
(iii) Addition is type-definable.
Proof 1. Just adapt the proof of [Ben03, Remark 2.41]. mj 22

Proof 2. We know that 7 is stable, and that independence coincides
with orthogonality. Therefore, if such a language existed, then there would
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be generic elements for the additive groups. However, it is well known that
these do not exist: if a L b and both a,b # 0 then necessarily a f a + b. w22

It would seem that the right approach in this case is to opt for thickness,
and let go of the definable group. This opinion is strengthened by other
phenomena concerning independence in ¢, and in particular its triviality
(two sets are independent if any two singletons are), which do not coincide
with what we would expect to see in the presence of a group.

The reader who still finds it impossible to accept that a definable group
that seems to be there is not, may wish to take the White Queen’s advice
from [Car82, Chapter V].

2. Categories of type-space functors. Let us recall from [Ben03]
the definition of a type-space functor of a theory T First, to every set I (of
which we think as a set of indices) it associates the topological space S;(T').
Then, to every mapping between sets f : I — J, it associates the closed
mapping f*: S;(T) — Sy(T), defined as tp(a; : j € J) + tplasy) : i € I).
This defines a contravariant functor S(7") : S°® — T, where S is the category
of sets and 7 that of compact 717 topological spaces with closed mappings
as morphisms. We call S(T") the type-space functor of T.

We characterised in [Ben03, Definition 2.18 and Theorem 2.23] when an
arbitrary functor S : S°? — 7 is a type-space functor, i.e., isomorphic to
S(T) for some T, by direct properties of S. Such an abstract type-space
functor contains all the semantics of a theory while forgetting such unim-
portant information as its syntax. In particular, if S = S(7T'), then one can
reconstruct 7' from S (up to Morleyisation). This renders type-space func-
tors mathematical objects with equal status to that of positive Robinson
theories, rather than mere features thereof.

Once we have observed all this we find that although positive Robinson
theories seem to be anti-social creatures who live more or less on their own,
the idea to use continuous maps between type-space functors as a means to
express relations they may have is indeed very tempting.

The first such notion we consider is that of descriptions, the type-space
functor analogue of the classical notion of interpretation.

About plain continuous maps between type-space functors we do not
say much. However, if we restrict the theories under consideration to simple
ones, and the notion of morphism to those that preserve independence, we
obtain a more interesting notion. In particular, this gives a strong version
of the stable dividing conjecture for which we know no counterexample.

2.1. Descriptions. We want to describe one theory in terms of another.
When thinking in terms of type-space functors, a description should corre-
spond to one type-space functor being “smaller” than the other. The general
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form of an object of a category being smaller than another is being a quotient
of a sub-object, and we need to adapt this to our context.
We define:

DEFINITION 2.1. (i) Let X and X’ be topological spaces, and g :
X --» X' a partial map. We say that g is continuous if g='(F) C X is
closed whenever FF C X’ is closed (equivalently: if dom(g) C X is closed,
and the total map ¢ : dom(g) — X’ is continuous in the induced topology).

(ii) Consider the following diagram, where g and h are partial maps and
f and f’ are ordinary total maps:

X-2x
fl lf’
Y—7L>Y'

We say that the diagram commutes if whenever = € dom(g) then f(x) €
dom(h) and h(f(x)) = f'(g(x)) (in short: ' = g(x) = f'(2) = h(f(x))).

(iii) Let S, S” be topological type-space functors. Then a partial contin-
uous map 0 : S --» S’ is given by a partial continuous map d; : Sy --» S}
for every I, such that for any I, J and map f : I — J the following diagram
commutes:

Sy-2~8,
(WSU)l lf“S%ﬁ
S[*D*I>S/[

Thus, one way that a type-space functor S’ can be “smaller” than an-
other S is for there to be a partial surjective continuous map 0 : S --» S’.
Let us fix one such partial map and try to understand what it means.

First, dom(?) is a closed sub-functor of S, that is to say, dom(d;) C Sy
is a closed set for every set of indices I, and f*(dom(dy)) € dom(d;) for
every map f : I — J; this is a consequence of the assumption that 0 and f*
commute. In other words, given a tuple in a model of S that realises a type
in dom(0) then every tuple obtained by changing the order, removing some
elements, or duplicating some elements, also satisfies a type in dom(?). Thus,
having a type in dom(?) is a property of a set, rather than of a tuple, and
it passes to subsets. Call such a set good (or d-good).

On the other hand, since dom(?) is closed, the property of an I-tuple
being an enumeration of a good set, possibly with repetitions, is definable
by a partial type which will be denoted by d;.

LEMMA 2.2. A set is 0-good if and only if all its finite subsets are.
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Proof. Let a-g enumerate a set. If it is good, we know that every subset
is as well. Conversely, assume that every finite subset is good, that is to say,
F dju|(acw) for every finite w C (3. Since an enumeration with repetitions of
a good set satisfies 0, we see that for every finite w C « there is a sequence
a¥, F i, such that a’ = a; for every ¢ € w. We conclude that a<q F 0q. w2

The partial map 0 : S --+ S’ gives us a semantic translation of type-
definable properties from S’ to S: if R C S/, is closed, then R = 0, 1(R) C S,
is closed as well, by definition.

On the other hand, we also want to have a notion of syntactic translation
from S’ to S, and in order to have this we need a language. So fix a basis of
closed sets for every S/, and let £’ be the corresponding language, that is,
the language consisting of an n-ary predicate R(z<,) for every basic closed
set R C S/ . Let A’ be the positive fragment generated by these predicates,
and let X' = X (A’) be the closure of A’ for existential quantification. If
o(x<pn) € X' is an n-ary formula, we identify it with the closed set it de-
fines in S/, and let $(z<,) denote the partial type defining 0,,*(¢) C S,.
On the other hand, we define p(z<,) as the partial type obtained from ¢
syntactically by replacing each occurrence of a predicate R € £ with R

(so in particular, for R € £, R = R).

CrLAaM. Let p(x<y) € A be an n-ary formula. Then A6, is equivalent
to .
Proof. By induction on the syntactic structure of ¢:

e v = R is a predicate: by definition of R.

e © A, V1 (positive) boolean combinations commute with inverse
images.

® 0(x<n) = V(T0)s -+ Tfm—1)), Where ¢p € A" is an m-ary formula,
and f:m — n is a map. In this case we say that ¢ is obtained from 1) by
change of variables through f, and we also write ¢ = f.(¢)) = f*~!(2). Then

0,1 (9) =0, (f (W) = (0, (W) A by

= [N A Gm) Ao = LTI A ST (Om) A D

= [N A Gu = Fo() A Gu = B A G,
where 0,1 (f*71()) = £*71 (0,1 (¥))) A, since 0 and f* commute, f*1(5,,)
is implied by 6, so it can be omitted, and f, (@Z) = f«(¥) is a purely syntactic
observation. mg 9

However, this is not sufficient: after all, existential quantification is also

an important semantic construct, so we are going to add another requirement

on 0, that the above observation hold for every ¢ € X', that is, when ¢ is
obtained from a A’-formula through existential quantification.
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One last twist is that, as with the classical notion of interpretation, we
wish singletons of S’ to be described by tuples of S.
This discussion leads us to the following definition:

DEFINITION 2.3. (i) Let « be an ordinal, and f : @ — b a map between
sets. Then fxa:axa — bxaisdefined as (x,7) — (f(x),i). If S is a type-
space functor, then Sy, is the type-space functor defined by (Sxa)a = Saxa,
and Sxq(f) = S(f x a).

(ii) Let S and S’ be compact type-space functors, ap an ordinal, and
0: Sxa, --* 5’ a surjective continuous partial map. Let £’ be the language
corresponding to some basis of closed sets for the topology on S’, and let
ALY = X(A) and ¢ — @, p — @ be as above. If in addition, for every
n-ary formula ¢ € X', @ is equivalent to @ A &, (in other words, if p F §,
entails p - @ < 0,(p) F ¢), then the pair (0, ap) is a description of S in S,
written 9 : S --» 5.

REMARK 2.4. We leave it to the reader to verify that:

(i) The definition of a description does not depend on the particular
basis chosen for 5.

(ii) The composition of two descriptions is a description: we obtain the
description category of type-space functors.

REMARK 2.5. Let 9 : S --» S be a description, so in particular z & y is
the property in S defined by 05 1(m = y). Then on any given good set,  is
an equivalence relation and moreover a congruence relation for all properties
of the form ¢ (or ). However, the union of two good sets is not necessarily
good, so we cannot simply work in a hyperimaginary sort modulo .

PROPOSITION 2.6. An interpretation of one (first order) theory in an-
other is a description.

Proof. Let T and T be first order theories. An interpretation of 7/ in T
is given by:
e a formula X (7),
e a definable equivalence relation E(Z,y) on the realisations of X,
e for each n-ary predicate P € L' (the language of T'), an E-invariant
formula P(Tp,),

such that 7" is precisely the theory of X/E, with each predicate P being
interpreted by P. Moreover, we may assume that the interpretation uses pa-
rameters from a set A, in which case we write X 4(Z), EA(Z,7) and Pa(T<p).
As we wish to work without parameters, we forget about A and only retain
a(Z) = tp(A).

Set 56((fi,Zi)i<ﬂ) = q(Zo) VAN /\i<6[Zi = Zy N\ XZO(EZ')]. Assume that
M E 63((@i, Ai)i<g), where M is a model of T'. Then we may write A; = A for
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alli, Xo(M)/E4 F T', and we may define in this case d(tpM ((@;, A)i<g)) =
tpXaM)/Ea(q, /E4) € Sp(T").

Write oy = |Z| + |Z|. Then dom(dg) is defined in Sgxq, (T") by d3, and
(0,p) : T --» T" is a description. We leave the verification of the details to
the reader. mo g

In the definition of a description, the only topological requirement was
that the map ? : S --» S’ be continuous. But then S’ has a maximal
topology in which 9 is continuous, and in this topology S’ is a compact
type-space functor (one easily verifies that all spaces are T7 and compact,
and all maps are continuous and closed). This makes sense: the maximal
topology corresponds to the maximal language of S’ that S can describe.

DEFINITION 2.7. Let 0 : S --» S’ be a description.

(i) 0 is optimal if S" has the maximal topology in which 9 is continuous
(in other words, R C S, is closed if and only if R =0, }(R) C Snxa; 18).

(ii) 0 is closed if every 0, is, that is to say, 0, (R) C ), is closed whenever
R C dom(,,) is.

PROPOSITION 2.8. Let 0: S --» S be a description.

(i) If © is closed, then it is optimal.

(ii) If 0 is optimal, and S is semi-Hausdorff, then 0 is closed.

(iii) If S’ is Hausdorff, then 0 is closed.

(iv) If 0 is closed and S is Hausdorff, semi-Hausdorff or thick, then so
is S'.

Proof. (i) If R C S/, and 0,,}(R) is closed, then R = 0,,(0,,}(R)) is closed
as well.

(ii) We assume that S’ is semi-Hausdorff and that f is optimal, and we
may assume as usual that ap = 1. Consider = = 0,1 (=) C Sa,, where =
denotes equality of types; since S’ is semi-Hausdorff, = is closed, and so is
=. Thus, if R C S, is closed, then sois R = {p € S, : 3¢ € R q = p}, as
it is defined by the property R'(z) = Jy R(y) Ay = z. On the other hand,
R =0, Y(0,(R)), so by optimality ,,(R) is closed.

(iii) A continuous map from a compact to a Hausdorff space is closed.

(iv) For semi-Hausdorff and thick this is easy: just take the image under
0 of the closed set corresponding to z = y or to d(z,y) < 1, as may be the
case.

For Hausdorff, assume that p; € S/, for i < 2 and py # p1. Since S,
is Hausdorff and each of 0, !(p;) is closed, there are closed R; C S, such
that 9,1 (p;)) N R; = 0 for i < 2 and Ry U Ry = S,,. Thus p; ¢ 0,(R;) and
Sl = 0n(Ro) U0y (Ry); since moreover each 0, (R;) is closed, we obtain the
required separation. mo g
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More interesting is the preservation of independence-related model-the-
oretic notions.

LEMMA 2.9. Let 0 : S --» S be a description, and A’ a positive frag-
ment for S, and p(x,y),V(x,y), x(y<x) € A". If ¢ and ) are contradictory
then so are 9(T,y) and Y(Z,7); and if x is a k-inconsistency witness for @,
then X(Y<p,) is a k-inconsistency witness for ¢(T, 7).

Proof. For ¢ and 1 being contradictory, this is clear. If x(y<,) is a k-
inconsistency witness for p(x,y), consider ' (y<x) = 3z x (y<)ANic (2, ¥i)
and 1(y<r) = 3% X([Up) A /\z<k ©(T, ;). Since X F g, by the definition of a
description T is equivalent to T. But as X is a k-inconsistency witness for ¢,

T is contradictory, whereby T is contradictory, and finally so is T thus ¥ is
a k-inconsistency witness for ¢. mo g

THEOREM 2.10. Let S’ be described in S. If S is stable or simple, then
sois S'.

Proof. Assume that S’ is not stable. Then there are contradictory for-
mulas ¢(z,y), ¥(z,y) such that R(x = x,¢,1,2) = oo (see [Benb, Defini-
tion 2.1]). This is witnessed by a tree in a model of S, and if we pull back
its type to S we get a witness that R(T = T, @, J, 2) = oo, and S is unstable.

Similarly, if S’ is non-simple, there is a formula ¢ and a k-inconsistency
witness ¢ for ¢ such that D(z = z,p,1) = oo, and again by pulling back

the type of a witnessing tree we see that D(Z = Z, @, J) = 00, and S is not
simple either. my 19

REMARK 2.11. The assumption that we deal with a description, rather
than merely a surjective continuous partial map, was not used in the stable
case, as the inverse images of two disjoint sets are always disjoint. How-
ever, for the simple case, the assumption is not redundant. Consider, for
example, that the type-space functor of the triangle-free random graph is
a sub-functor of that of the ordinary random graph: the latter is simple,
whereas the former is not.

With the additional hypothesis of thickness, we can point out the precise
difference between stability and simplicity:

PROPOSITION 2.12. Let T be a thick simple cat. Then it is unstable if
and only if it describes the random graph.

Proof. One direction is clear. For the other, assume that T is unstable.
Then we can find an element a, and a set A satisfying bdd(A) = dcl(A)
(see Proposition 3.9), so that every type over A is a Lascar strong type, and
yet tp(a/A) is non-stationary. Then we can find ag,a; =4 a, and a finite
tuple b L4 apay such that ag ZAp Q1-
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Choose bjy =4 b such that by L 4 agb, and take p(z, Z) = tp(agb), A). By
the independence theorem, we may now find ajy L 4 agbb)y such that p(ahb, A)
and apbly =4 aob. Similarly, we may find b, L4 a1b such that p(a;b), A),
and then a} L 4 a1bb) such that p(a)b, A) and a|bj = a;b. Write

’l“()(l’, Y, Z) = tp((lobé, be)b, A) \ tp(a6ba a0b67 A)a
ri(x,y, Z) = tp(a1b}, ajb, A) V tp(a)b, aib), A).
Then r;(xz,y, A) are symmetric relations, implying p(z, A), p(y, A) and
z Lay, and ro(x,y, Z) Ari(x,y, Z) is contradictory.
For n < w write

0n((2i, Zi)icn) = |\ Zi = Zo A (=i, Zo)

1<p
A /\ ro(zi, zj, Zo) V r1(xi, x4, Zo) V T = x;
7<i
N /\ [wz J/Zo Tew V \/ xi:l'j}.
wCn JjEw

In particular, z; | Zo Tew is type-definable since T is assumed to be thick
and tp(z/Zp) is known.

The partial type d, says first that all the Z; are equal to some Z, and
then that the set {z; : i« < n}, when considered without repetitions, is
Z-independent. Moreover if x; # x; then they satisfy either rg or ri, and
we know they cannot satisfy both. For a possibly infinite ordinal 3, de-
fine 65((zi, Zi)i<p) = Npcwwegr on((@, Zi)icw). Then again g says that
all the Z; are the same and equal to some Z, and by the finite character
of dividing the set {x; : i < [} is Z-independent when considered with-
out repetitions. Let Ty be the theory of the random graph. As a first or-
der theory, Ty, eliminates quantifiers in the language {=, R}, so we can
consider it as a positive Robinson theory with a positive fragment Ag,
generated by {=, R, R}, where xRy means = # y A =R(z,y)). In partic-
ular, the type of a tuple of vertices is determined by its Ag-type: in-
terpreting r¢ as an edge and r; as a non-edge we obtain a unique par-
tial map 0 : Sy, (T) --» S(Ty) with dom(d) being defined by J, ap =
2| + |Z|, and R(z,Z,2',2") = [Z = Z' Arolx, ', 2)], Rz, Z, 2/, 2') =
[Z = Z' Ari(x, 2!, Z)] (2 is plain equality). In particular, since R, ﬁ and
equality are type-definable, ? is continuous. That the maps 03 commute with
the restriction maps f* (of Sxq, (1) and of S(Ty,)) is an easy exercise.

Assume that p((x;, Z;)i<n) = tp((¢i, Ai)icn) F On. Then all the A; are
equal, so write them as A, and write p'(z<n) = 0n(p). If ©(T<ntm,Y<m)
€ Ay and Y(2<n) = ITn<icm P(T<ntm) € Ygr, we want to prove that

p @Z < p' F 1. We may write ¢ as a disjunction of conjunctions of basic
predicates, and since disjunction commutes with existential quantification
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we may deal with each of the disjuncts separately, and assume that ¢ is a
conjunction of basic predicates.

For <, we may assume that m = 1, since the general case would follow
by induction. If ¢ F x; = z, for some i, just take ¢, = ¢;. Otherwise,
as all types over A are Lascar strong, and the set of distinct elements in
{¢; : i < n} is A-independent, successive applications of the independence
theorem yield ¢, satisfying ro(cy, ¢i, A) or ri(cp, ¢;, A) for all ¢ < n such that
¢ E x;Rx, or ¢ E x; Rx,, respectively.

For =, assume that p’ }£ 1, that is to say, p'(x<n) A @(Z<ptm) is con-
tradictory. Since both p’ and ¢ (by assumption) can be written as conjunc-
tions of basic predicates, p'(<n) A @(T<pntm) is also such a conjunction,
and its being contradictory means that there are ¢ < j < m -+ n such that
x; = vjA\x;Rxj, vy = xjAviRx; or x; Rrj Ax;Rxj appear in this conjunction,
which would make p A ¢ contradictory as well.

Finally, the argument for < also shows that 0 is surjective, and we
conclude that 0 : T' --» T, is a description. mg 12

A much more interesting example of a description is given in [Benal,
where we prove that if 7 is a thick simple cat and T% is the theory of
its lovely pairs, then T% has a closed description in 7. For example, we
can use Proposition 2.8 to prove that such properties as being Hausdorff,
semi-Hausdorff, or thick pass to T% (the proofs actually appearing in [Bena]
are merely special cases of the argument given above). This also gives an
alternative proof of the simplicity of T%, using Theorem 2.10.

2.2. Stable representations. We saw above that the notion of a map be-
tween type-space functors can be a useful tool for the expression of relations
between two theories. Given a simple theory, we may consider it interesting
to describe not its language, but rather its notion of independence, in an-
other simple theory, and with some luck maybe even in a stable one. Doing
so, we may allow some of the power of expression of the language to be lost
on the way: indeed, if we want to represent the notion of independence of
an unstable simple theory in a stable one, the definable sets that cause the
instability will have to go.

Put in more concrete terms, the map will know how to go the other way
round (always from the theory with more definable sets to the one with
less); it also has to be total and to preserve independence. If it is in addition
surjective, we obtain some sort of reduct; but we allow it now to be, in which
case the term representation may seem more adequate.

DEFINITION 2.13. (i) Let S and S’ be simple, and v : S — S’ a con-
tinuous map of topological functors. Assume that for every triplet of
tuples of elements (A, B,C') from a model of S, and for every such triplet
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(A, B',C") from S’ such that tp(A’, B’,C") = t(tp(A, B,C)), we have:
AleBe A Lo B'. Then f preserves independence.

(ii) A simple type-space functor S has a stable representation if there is
a stable S’ and an independence preserving map t: S — S’.

Having a stable representation is a strong condition. In particular, it
implies stable dividing:

Recall that a partial type 7(x,y) is stable if there is no indiscernible
sequence (a;b; : i < w) such that = m(a;,b;) < ¢ < j. This is equivalent to:
there is no formula v contradicting 7 such that R(z = z,7,1,2) = co.

PROPOSITION 2.14. If S is thick, simple, and has a stable representation
then it has stable dividing, meaning that if a j/cb divides over c there is a
stable partial type 7w(x,yz) such that E w(a,be), and 7(x,be) divides over b.
If S has a stable representation in a first order theory (or even a Robinson
theory) then m can be taken to be a formula (that is to say, —m is also a
positive property).

Proof. Let v : S — S’ be a stable representation. Assume that a j/cb
in S, and write p(z,yz) = tp(a,b,c), p'(z,yz) = v(p). If E p/(d/,V'¢), then
a J b by assumption, so there is a formula ¢(z,yz) € p' such that
o(x,b'c") divides over ¢ (all this happens in S’). In S, take a Morley se-
quence (b; : i < w) over ¢ containing b, and let (b} : i < w) be a sequence in
S’ such that a’b'c'b’ E v(tp(abeb)). Then (b : i < w) is a Morley sequence
over ¢ containing b, so {¢(z,bic)} is inconsistent. Set @ = t™1(¢). Then @
is a stable partial type in S (it cannot order an indiscernible sequence, or
else ¢ would order one in S’), and {@(x,b;ic)} is inconsistent. Then @(x, be)
is a stable witness to a [ b.

If S’ is totally disconnected, then ¢ defines a clopen set, whereby ¢ is
clopen as well. mj 14

ExaAMPLE 2.15. Let PSF be the theory of pseudo-finite fields, ACF the
theory of algebraically closed fields. Let v : S(PSF) — S(ACF) be defined
by sending each type to its quantifier-free part. Then t is surjective and
preserves independence. Thus PSF has a stable representation, although it
does not have a stable reduct in the classical sense.

EXAMPLE 2.16. Similarly, let ACFA be the theory of algebraically closed
fields with a generic automorphism. Let ACF «,, be the theory of w-tuples of
elements of ACF (defined by S(ACF ) = Sxw(ACF)). ACFy,, has totally
disconnected type-spaces, but = is not clopen (that is, # is not a positive
relation). Then we have a natural map S(ACFA) — S, (ACF), which con-
sists in sending the type of a tuple to the quantifier free type of its orbit.
This map preserves independence, and ACFA has a stable representation.
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EXAMPLE 2.17. More generally, let T' be a stable first order theory, and
let T4 be the theory T with a generic automorphism constructed in [Pil00]; it
is proved there essentially that T4 is a simple cat. In fact, one can show that
if T is a first order theory with the PAPA, and in particular if T is stable,
then T4 is a Robinson theory in the sense of [Hru97] in a properly chosen
language. Similarly, let Tgx be the simple Robinson theory of the fixed set
in T4 (i.e., the analogue of PSF). The same stable representations as above
exist for Ty and Ty (this is actually a restatement of the characterisation
of independence in Ty).

3. A few remarks. This section consists of a collection of useful re-
marks, concerning cats and simplicity. Throughout, T" is an arbitrary cat.

3.1. On basic hyperimaginaries. The elimination of arbitrary hyper-
imaginaries in favour of small, or basic, hyperimaginaries was first suggested
(as far as we know) in [BPWO1] for first order theories. The same holds in
cats, the sole difference being that the bound for the size is |T'| rather than w.

DEFINITION 3.1. A hyperimaginary sort z/E is basic if |x| < |T|. A hy-
perimaginary is basic if it is in a basic sort.

LEMMA 3.2. Let E(xz,y) be a definable equivalence relation. Then for
every p(x,y) € E there is an equivalence relation E, such that ¢ € E, C E
and |E,| < |T.

Proof. For every ¢ € E, we know that E(x,y) A E(y,z) b ¢ (x, z). This
means that E(x,y) A E(y, z) A x(z,y) is contradictory for every x(z,y) con-
tradicting 1, and finitely many formulae from FE suffice for this. If 1 is
written only with the variables actually appearing in it, it has at most |T|
negations. Therefore there is Ej, C E such that Ey (z,y) AEy(y, 2) - ¢(x, 2)
and |Ej| < [T'|. Define

EQ(z,y) = {#(z,9)},
El Y (a,y) = E(x,y) UEL(y,2)U | Ej(x,y)
wEED

and E, =J E7. Then E, will do. w32

n<w

COROLLARY 3.3. Ewvery hyperimaginary is interdefinable with a set of
basic hyperimaginaries.

Proof. Let a/E be given, and let A = {a/E, : ¢ € E}. Then clearly
every a/E, is definable over a/E. Conversely, if E,(a,b) for every ¢ € E,
then in particular ¢(a, b) for every ¢ € E and therefore E(a,b), which shows
that a/FE is definable over A.
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Since for every ¢ € E there are at most |T'| variables actually appearing
in Ey(z,y), we may replace each a/E, with an interdefinable basic hyper-
imaginary. m3 3

3.2. Boundedly closed models. We wish to show that models are bound-
edly closed. We have the semi-Hausdorff case, which turns out to be a mere
rephrasing of the first order results, and the general case, which requires us
to replace “e.c. model” by “|T'|"-compact model”.

DEFINITION 3.4. A set A is boundedly closed if a € bdd(A) = a € dcl(A)
for every hyperimaginary a.

Fact 3.5. A set A is boundedly closed if and only if a € bdd(A) = a €
dcl(A) for every basic hyperimaginary a.

We recall that ¢(z,y) is thin if A @(xj, x;) is inconsistent, and:

1<j<w
Fact 3.6. Let a,b be two tuples, and A a set. Then a,b,... begin an
A-indiscernible sequence if and only if p(x,y) = tp(a,b/A) contains no thin

formula (with parameters in A).

Proof. Left to right is clear. For right to left, it suffices to observe that if
Ni<j<r (i, ;) is inconsistent (for any infinite A) this is due to some thin
formula in p. m3¢

LEMMA 3.7. Let M be a k*-compact model of T, A be a subset of M
and a be a tuple possibly outside M such that |a|+|A|+|T| < k. Then there
is ¢ € M such that da(a,c) <1 (a,c,... begin an A-indiscernible sequence).

Proof. Let {¢i(z,y) : i < k} enumerate all the thin formulas with pa-
rameters in A, where z, y are in the sort of a. Recall that a set ¢ C |J,copq %
is a tree if it is closed for initial segments, and we write o < 7 to say that o
is a proper initial segment of 7. To such a tree associate the partial type

Ou(ve) = N Pn(on(@n 2o)-
o<net

We claim that if ¢ contains a branch of length x*, then &, is inconsistent.
Indeed, if 1 is such a branch, then there is some i < k such that n(a) =i
for infinitely many o < k', which would make ®; inconsistent as ¢; is
thin. This means in particular that if @; is consistent then ¢ C /—@<’$+, and
by compactness and Zorn’s lemma the set {t : @, is consistent} contains a
maximal element. Let ¢t denote from now on such a maximal tree.

For n € t, assume that we have (a, : 0 < n) C M such that
D N /\U<77 Ts = ag is consistent. Then ¥(y) = I(x, :n €t) P4 A /\0<77 Ty =
as N\ Ty =y is consistent, and has at most x parameters, so it is realised by
some a, € M, and now ®; A /\ Ty = a, is consistent. Proceeding like this

we obtain (a, : n € t) realising ¢; in M.

o<n
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Define a sequence of ordinals i, < k by induction on o < k™, such
that, writing 7o = (ig : § < «), we have 1, € t and ¢;_(a,ay,) for every a.
Assuming that n, is already constructed, we observe that necessarily 7, € t:
if not, define t' = tU{n,}, so realising x,,, by a we obtain a contradiction to
the maximality of ¢. If there is ¢ < k such that F ¢;(a, a,,) then we define
io = 4 and continue the construction. If not, then we define ¢ = a,,, and
the construction stops.

As the construction must stop at some point, we get ¢ € M such that
the pair a, ¢ satisfies no thin formula over A, so d4(a,c) = 1. w37

LEMMA 3.8. Let a/FE be a hyperimaginary, and say that a/E € bdd(A).
Then there is B C A with |B| < |a| + |T'| such that a/E € bdd(B).

Proof. Write p(z) = tp(a/A). For every formula ¢(z,y) which contra-
dicts E(z,y), we know that A,_;_,p(zi) A (2, ;) is inconsistent since
a/E €bdd(A), so there is a formula 1y, (, by) € p such that A, ;¥ (i, by)
Ng(zi, xj) is inconsistent. Let B be the set of all such parameters b, of which
there are at most |A| 4+ |T'|. Then a/E € bdd(B). m3g

Hence:

PROPOSITION 3.9. Ewvery |T|"-compact model is boundedly closed.

Proof. Let M be |T|T-compact. We need to show that if a/FE € bdd(M)
then a/E € dcl(M), and it would suffice to show this for the case where
a/E is a basic hyperimaginary. Since a/E is basic, |a| < |T|, so there is
A C M with |A| < |T| such that a/E € bdd(A). Then by Lemma 3.7
there exists ¢ € M such that d4(a,c) < 1. Thus da(a/E,c/E) < 1, and as
a/E € bdd(A) we conclude that a/E = ¢/E € dcl(M). w39

REMARK 3.10. The brute-force approach to the proof of Lemma 3.7
would have been to try to find a maximal colouring ¢ : [a]?> — k, where
o is an ordinal and A\;_, A A;; @e(fijy) (i ;) is consistent. Then we see
that necessarily |a| < 2%: if not, then by Erdés—Rado we obtain an infinite
homogeneous subset I C « which gives a contradiction. With this bound,
we would need a 2"-compact model.

Similarly, we could have tried to prove Proposition 3.9 by enumerating
all the A-conjugates of a/F and then realising them all in M; again, we
would need 2/7l-compactness.

However, upon closer inspection, one sees that the proof of the Erd6s—
Rado theorem does not consider the entire coloured graph, but rather a
sub-graph which is in fact a tree, for whose realisation x*-compactness (or
|T|T-compactness in the particular case used for Proposition 3.9) suffices,
whence the refined result.
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Using the semi-Hausdorff hypothesis, we can get stronger results, while
only assuming that the model is e.c.:

LEMMA 3.11. Assume that T is semi-Hausdorff. Then every type over
an e.c. model has non-splitting extension to any set.

Proof. Let M € M, p € S(M), and A DO M. Let go(z) = p(x) U
{a = b:n < w, a,b € A", a =) b}. For any p(x,m) € p there is
¢ € M such that ¢(c, m), and a =ps b implies in particular a =, b. Thus ¢
is finitely consistent and therefore consistent. Any completion to a complete
type over A would be non-splitting, and we are done. m3.1;

REMARK 3.12. In a Hausdorff theory, we can also prove this using a
suitable notion of co-heir.

ProprosITION 3.13. In a semi-Hausdorff theory:

(i) Equality of Lascar strong type over A is the transitive closure of
having the same type over an e.c. model containing A.
(ii) Every e.c. model is boundedly closed.

Proof. (i) We prove as in [KP97]: The equivalence relation we described
is clearly bounded, so it is implied by equality of Lascar strong types. For
the converse, assume that M € M and tp(a/M) = tp(b/M) = p, and let

N and ¢ be as above. Let ¢; € N realise q[yrqp._,- Then a,co,ci,... and
b, co,c1, ... are both M-indiscernible sequences, so a Elﬁ co =53 b

(ii) Let M € M and a € bdd(M). Then tp(a/M) + Istp(a/M) F tp(a/a),
whereby a € dcl(M). w313

REMARK 3.14. In a Hausdorff theory, we can also prove that e.c. models
are boundedly closed directly, using a variant of the first order proof.

3.3. On full simplicity

DEFINITION 3.15. A cat T is fully simple if it is simple and every com-
plete type over a set of real elements is extensible (that is, has non-dividing
extensions to every set).

The problem with full simplicity is that it cannot be stated in terms of
finiteness of D-ranks, and does not follow from stability. Another problem
is that we do not know whether full simplicity implies that every type over
a hyperimaginary domain is extensible; here we give an approximation of
such a result, which should suffice for most practical purposes.

PROPOSITION 3.16. Let T be simple, and let A be the class of all hyper-
imaginaries a such that every type over a is extensible. Then the following
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are equivalent:
(i) a € A.
(ii) There is a real tuple b such that a € dcl(b) and tp(b/a) is extensible.
(iii) There are b,c € A such that a is interbounded with Cb(b/c).
(iv) There is a real tuple b such that a € bdd(b) and tp(b/a) is extensible.

Moreover, if a is any tuple of hyperimaginaries having these properties, then
a has it as well.

Proof. (1)=-(ii). Write a = bg, that is, the E-class of a real tuple b. Then
a € dcl(b) and tp(b/a) is extensible.

(ii)=-(iii). Since tp(b/a) is extensible, we can find ¢ =, b such that
b L, ¢, and then a is interbounded with Cb(b/c).

(iii)=>(iv). Since b € A, we can find a real tuple b’ such that b € dcl(d)
and b Ly ¢. Then ¥/ J,Cb(b/c) ¢, so a is interbounded with Cb(¥'/c) as
well. Let b’ be a Morley sequence for b’ over ¢; then Cb(b'/c) € dcl(b'),
and tp(b’'/ Cb(b'/c)) is extensible. Therefore a € bdd(b’) and tp(b'/a) is
extensible.

(iv)=-(i). Assume that a € bdd(

b) and tp(b/a) is extensible, and let ¢ be
any tuple. Since T is fully simple, tp

)
(¢/b) is extensible, and so is tp(c/ab).
Since tp(b/a) is also extensible, tp(bc/a) is extensible, and in particular
tp(c/a) is.

For the moreover part, write @ = (a; : ¢ < «) such that for every ¢ there
is a real tuple b; such that a; € dcl(b;) and tp(b;/a;) is extensible. We may
take them such that b; J,ai @b;. Then tp(b/a) is extensible. m316

So as far as the only hyperimaginaries we ever wish to construct are
canonical bases, we may assume that every type over a hyperimaginary is
extensible.

3.4. On the universal quantifier for hyperimaginary sorts

DEFINITION 3.17. A cat T is open if for every n, m < w, the projection
map Sp4+m(T) — Sp(T') is open. In other words, the universal quantifier is
positive. A cat T is strongly open if for every map f : m — n (not necessarily
injective), the map f* : S, (T) — S,,(T) is open. This is equivalent to: T is
open and inequality is positive.

PROPOSITION 3.18. Let T be an open cat, and T™9 be obtained by
adding all basic hyperimaginary sorts. Then S(T"9) is open.

Proof. We need to show that every map of the form S, /g, /r(T) —
Sz/e(T), where z/E and y/F are hyperimaginary sorts, is open. Consider
a formula ¢(x,y) (of course, only finitely many variables actually appear
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in ¢). Then by definition, ¢(x/E,y/F) = Jzw E(z,x) A F(w,y) A ¢(z,w).
We claim that Vy/F ¢(x/E,y/F) is positive, that is, defines a closed set.

Indeed, consider the partial type n(z) = {Vy Jzw x(z,2) A o(y, w) A
o(z,w) : x € E, p € F}. Each formula of the form Vy Jzw x(z, 2) A o(y, w) A
©(z,w) has finitely many variables actually appearing in it, and by the
assumption of openness it is equivalent to a positive partial type. Therefore
7 is a partial type, and one sees that it is equivalent to Yy/F ¢(z/E,y/F):
one implication is clear, the other by compactness.

Since it suffices to verify the openness of a map on a basis, we con-
clude that the map S, /g, /p(T) — S,/p(T) is open, whereby V is a positive
quantifier, sending closed sets to closed sets. m3.1s

We know that a first order theory is open (and in fact strongly open):
in fact, a Robinson theory is first order if and only if it is open. Thus in
particular, hyperimaginary sorts in a first order theory are open (but clearly
not strongly open).
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