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#### Abstract

We study non-invertible piecewise hyperbolic maps in the plane. The Hausdorff dimension of the attractor is calculated in terms of the Lyapunov exponents, provided that the map satisfies a transversality condition. Explicit examples of maps for which this condition holds are given.


1. Introduction. A general class of piecewise hyperbolic maps was studied by Pesin in [10. Pesin proved the existence of SRB-measures and investigated their ergodic properties. Results from Pesin's article and Sataev's article [11] are described in Section 3. The assumptions in 10 and 11 did not allow overlaps of the images. Schmeling and Troubetzkoy extended in [12] the theory in [10 to allow maps with overlapping images.

Using the results of Pesin and techniques from Solomyak's paper [14], the author of this paper proved in [8] and [9] that for two classes of piecewise affine hyperbolic maps, there exists, for almost all parameters, an invariant measure that is absolutely continuous with respect to Lebesgue measure, provided that the map expands area. This result had previously been obtained for fat baker's transformations by Alexander and Yorke in [1]. The main difficulty that arises for the class of maps in [9] is that the symbolic space associated to the systems changes with the parameters, and also the SRB-measure changes in a way that is hard to control. By embedding all symbolic spaces into a larger space it was possible get sufficient control to prove the result.

Solomyak's proof in [14 uses a transversality property of power series. The proofs in [8] and [9] use the fact that iterates of points can be written as power series with such a transversality property. For the iterates to be expressible as power series, it is important that the directions of contraction are mapped onto each other throughout the manifold. The method in [8 and

[^0][9] is therefore not good for proving similar results for more general maps. It should also be noted that this method only gives results that hold for almost every map, with respect to some parameter.

Tsujii studied in [15] a class of area-expanding solenoidal attractors and proved that generically these systems have an invariant measure that is absolutely continuous with respect to Lebesgue measure. Tsujii also used a transversality condition, but in a different way. Instead of transversality of power series, Tsujii used transversality of intersections of iterates of curves. This technique makes it possible to show the existence of an absolutely continuous invariant measure for a fixed system, provided that an appropriate transversality condition is satisfied. Tsujii proved that this condition is generically satisfied.

In this paper we will use the idea from Tsujii's article [15] to prove a formula for the dimension of the attractor for some piecewise hyperbolic maps in the plane, provided that a transversality condition is satisfied. This is done by estimating the dimension from below. The estimate coincides with the previously known estimate from above (see [5] and [12]) and thereby provides the following formula for the dimension:

$$
\operatorname{dim}_{\mathrm{H}} \Lambda=1-\frac{\chi_{\mathrm{u}}}{\chi_{\mathrm{s}}}
$$

where $\Lambda$ denotes the attractor and $\chi_{\mathrm{u}}$ and $\chi_{\mathrm{s}}$ denote the positive and the negative Lyapunov exponents. This formula has previously been proved by Falconer in [5] and by Simon in [13], but for a much smaller class of systems. Both Falconer and Simon considered maps that are skew-products with the underlying shift being a full shift on $n$ symbols. These restrictions are not assumed in this paper. Hence, this paper generalises the results of Falconer and Simon.

For technical reasons in the proof, we will also need the assumption that the multiplicity entropy is zero, which is also assumed in Falconer's and Simon's results. This seems often to be the case, and we provide a condition which guarantees that the multiplicity entropy is zero. The author of this paper suspects that the condition of zero multiplicity entropy is not needed, but have not been able to prove the result without this condition. Instead we give conditions (see Lemma 2 ) that imply zero multiplicity entropy.
2. Outline of the paper. In Section 3 we describe the class of piecewise hyperbolic maps that is studied in this paper. In Section 4 we introduce a transversality condition. Under the assumption that this transversality condition holds and that the multiplicity entropy is zero, a theorem that estimates the dimension from below is stated in Section 5. This estimate gives the dimension formula. The theorem is proved in Section 8 .

Section 6 contains a condition that guarantees zero multiplicity entropy, and Section 7 contains explicit examples of maps that satisfy the assumptions of this paper. There are also examples that the dimension formula may fail if the transversality condition does not hold.
3. Piecewise hyperbolic maps. In this paper we study maps on open and bounded subsets of the plane that are piecewise continuous and hyperbolic. Under certain conditions, stated later in this section, we will provide a dimension formula for the attractor of the map. This dimension formula is already known in the case where the map is injective, so in this paper the case of non-injective maps is considered.

The underlying theory of this paper is based on [10] and [12]. In the first of these papers, Pesin studied a class of piecewise hyperbolic and injective maps on some manifold. This theory was extended to non-injective maps by Schmeling and Troubetzkoy in 12 .

The conclusions of the papers [10] and [12] are that there is an attractor that can be decomposed into ergodic components such that on each component there is an ergodic measure, called an SRB-measure, with the property that the set of typical points has positive Lebesgue measure and the conditional measures on unstable manifolds are absolutely continuous with respect to the one-dimensional Lebesgue measure. Sataev showed in [11] that there are only finitely many ergodic components.

Let us now state the assumptions of this paper. The following assumptions (A1)-A4) are similar to the assumptions in [12], but in some cases more restrictive. In particular we only consider two-dimensional maps. For the more general setting we refer to [12] and [10].

Consider the plane $\mathbb{R}^{2}$ with the usual metric $d$. Let $K \subset \mathbb{R}^{2}$ be an open, bounded and connected set and let $N \subset K$ be a closed set in $K$. The set $N$ is called the discontinuity set. Let $f: K \backslash N \rightarrow K$.

Put

$$
\begin{aligned}
K^{+} & =\left\{x \in K: f^{n}(x) \notin N \cup \partial K, n=0,1,2, \ldots\right\} \\
D & =\bigcap_{n \in \mathbb{N}} f^{n}\left(K^{+}\right)
\end{aligned}
$$

The attractor of $f$ is the set $\Lambda=\bar{D}$.
The first condition is
(A1) the set $K \backslash N$ can be decomposed into finitely many open sets $K_{i}$ such that $f: K_{i} \rightarrow f\left(K_{i}\right)$ can be extended to a $C^{2}$-diffeomorphism from $\bar{K}_{i}$ to $\overline{f\left(K_{i}\right)}$.
Note that we only assume that $f$ restricted to $K_{i}$ is a diffeomorphism, so that the images $f\left(K_{i}\right)$ may intersect.

For the next assumption we need some more notations. Let

$$
\begin{aligned}
& N^{+}=N \cup \partial K, \\
& N^{-}=\left\{y \in K: \exists z_{n} \in K \backslash N^{+}, z \in N^{+} \text {such that } z_{n} \rightarrow z, f\left(z_{n}\right) \rightarrow y\right\} .
\end{aligned}
$$

One might want to think of $N^{-}$as the image of $N^{+}$although $f$ is not defined on $N^{+}$. For $\varepsilon>0$ and $l=1,2, \ldots$, let

$$
\begin{aligned}
D_{\varepsilon, l}^{+} & =\left\{x \in K^{+}: d\left(f^{n}(x), N^{+}\right) \geq l^{-1} e^{-\varepsilon n}, n \in \mathbb{N} \cup\{0\}\right\} \\
D_{\varepsilon, l}^{-} & =\left\{x \in \Lambda: \exists\left(x_{n}\right)_{n=-\infty}^{0}, f\left(x_{n}\right)=x_{n+1}, x_{0}=x\right. \\
\qquad & \left.d\left(x_{-n}, N^{-}\right) \geq l^{-1} e^{-\varepsilon n}, n \in \mathbb{N} \cup\{0\}\right\} \\
D_{\varepsilon, l}^{0} & =D_{\varepsilon, l}^{+} \cap D_{\varepsilon, l}^{-}, \\
D_{\varepsilon}^{0} & =\bigcup_{l \geq 1}\left(D_{\varepsilon, l}^{+} \cap D_{\varepsilon, l}^{-}\right) .
\end{aligned}
$$

The hyperbolicity of the map $f$ is described in the next assumption:
(A2) There exists $C>0$ and $0<\lambda<1$ such that for every $x \in K \backslash N^{+}$ there exist cones $C^{\mathrm{s}}(x), C^{\mathrm{u}}(x) \subset T_{x} M$ such that the angle between $C^{\mathrm{s}}(x)$ and $C^{\mathrm{u}}(x)$ is uniformly bounded away from zero. For every $i$,

$$
\begin{array}{ll}
d_{x} f\left(C^{\mathrm{u}}(x)\right) \subset C^{\mathrm{u}}(f(x)), & \forall x \in K \backslash N, \\
d_{x}\left(f_{i}^{-1}\right)\left(C^{\mathrm{s}}(x)\right) \subset C^{\mathrm{s}}\left(f_{i}^{-1}(x)\right), & \forall x \in f\left(K_{i}\right),
\end{array}
$$

where $f_{i}$ denotes the restriction of $f$ to $K_{i}$, and for any $n>0$,

$$
\begin{array}{ll}
\left\|d_{x} f^{n}(v)\right\| \geq C \lambda^{-n}\|v\|, & \forall x \in K^{+}, \forall v \in C^{\mathrm{u}}(x), \\
\left\|\left(d_{x} f^{n}\right)^{-1}(v)\right\| \geq C \lambda^{-n}\|v\|, & \forall x \in K^{+}, \forall v \in C^{\mathrm{s}}\left(f^{n}(x)\right) .
\end{array}
$$

The cone families $C^{\mathrm{u}}(x)$ and $C^{\mathrm{s}}(x)$ depend continuously on $x \in K_{i}$ and they can be extended continuously to the boundary.
This assumption makes it possible to define stable and unstable manifolds, $W^{\mathrm{s}}(x)$ and $W^{\mathrm{u}}(x)$, as well as local ones for any $x \in D_{\varepsilon}^{0}$. It is then of course natural to ask whether $D_{\varepsilon}^{0}$ is empty or not. Under the assumptions of this paper it is shown in 10 that the set $D_{\varepsilon}^{0}$ is not empty for sufficiently small $\varepsilon>0$. (Here sufficiently small means so small that there are local unstable manifolds.)

We will also need the following assumption on the regularity of the boundary of $K_{i}$.
(A3) The sets $\partial K$ and $N$ are unions of finitely many $C^{2}$ curves such that the angle between these curves and the unstable cones are bounded away from zero, at any point of the closure of $f(K \backslash N)$.
Note that we do not assume anything about the union of the curves in (A3); the curves are allowed to intersect.
3.1. Multiplicity entropy. Let $\mathcal{K}=\left\{K_{1}, \ldots, K_{p}\right\}$ be the partition of $K$ into sets on which $f$ is continuous, and let $\mathcal{K}_{n}$ be the corresponding partition for the map $f^{n}$. Let $k_{n}$ be the maximal numbers of elements of $\mathcal{K}_{n}$ that meet in one point. The multiplicity entropy $h_{\text {mult }}(f)$ is defined as

$$
h_{\text {mult }}(f)=\limsup _{n \rightarrow \infty} \frac{1}{n} \log k_{n} .
$$

Note that if $f$ satisfies assumptions (A1)-A3), then $f^{n}$ need not satisfy (A3). For $k_{n}$ to be finite, it is however only necessary that $f$ satisfies (A3). See [12] for details.

We can now give our next assumption:

$$
\begin{equation*}
h_{\text {mult }}(f)=0 . \tag{A4}
\end{equation*}
$$

This condition is stronger than the corresponding conditions in [10] and [12]. The assumptions used in these papers are essentially that the mulitiplicity entropy is smaller than the positive Lyapunov exponent. We will need this stronger version due to technical reasons in the proof.

One might wonder how general the condition (A4) is. The author of this paper believes that this condition is, in some sense, easily satisfied. However there are examples of maps satisfying (A1)-(A3) such that the multiplicity entropy is larger than the positive Lyapunov exponent. In Section 6 we give sufficient conditions for a map to satisfy (A4). These conditions are for instance satisfied by Belykh maps (see [12]). Hence Belykh maps have zero multiplicity entropy.

We note that, in case $f$ is piecewise affine, condition (A4) implies that the topological entropy is equal to the entropy of the SRB-measure. This follows from the fact that the entropy of the SRB-measure is equal to the positive Lyapunov exponent (see [10]), and the result of Kruglikov and Rypdal in [7] that $h_{\mathrm{top}} \leq \chi_{\mathrm{u}}+h_{\text {mult }}$ for piecewise affine maps (in the case of a map on the plane with one positive and one negative Lyapunov exponent; the statement in [7] is for any dimension).
4. A transversality condition. Let $\varepsilon>0$ and $0<\delta<1$. We will say that an intersection of two smooth curves $\gamma_{1}$ and $\gamma_{2}$ is $(\varepsilon, \delta)$-transversal if for any ball $B_{\varepsilon}$ of radius $\varepsilon$ intersecting both $\gamma_{1}$ and $\gamma_{2}$, there exist $x_{1} \in B_{\varepsilon} \cap \gamma_{1}$ and $x_{2} \in B_{\varepsilon} \cap \gamma_{2}$ such that the following holds true. If $d_{1}$ and $d_{2}$ are the induced metrics on $\gamma_{1}$ and $\gamma_{2}$ respectively, then the intersection of the open sets

$$
\begin{equation*}
\bigcup_{y \in \gamma_{i} \cap B_{\varepsilon}} B\left(y, \delta d_{i}\left(x_{i}, y\right)\right), \quad i=1,2 \tag{1}
\end{equation*}
$$

is empty. The symbol $B(x, r)$ denotes the open ball of radius $r$ around $x$. Note that if $\gamma_{1}$ and $\gamma_{2}$ intersect $(\varepsilon, \delta)$-transversally then $\gamma_{1} \cap \gamma_{2}$ can be empty.

Definition 1. We will say that a piecewise hyperbolic system $f: K \backslash N$ $\rightarrow K$ satisfies condition $(\mathrm{T})$ if
(T) there exist $\varepsilon, \delta>0$ such that if $\gamma_{1}$ and $\gamma_{2}$ are two smooth curves such that every tangent lies in the unstable cone, and $\gamma_{1}$ and $\gamma_{2}$ are in different $K_{i}$, then the curves $f\left(\gamma_{1}\right)$ and $f\left(\gamma_{2}\right)$ intersect $(\varepsilon, \delta)$ transversally.
5. Dimension of the attractor. Consider a map $f: K \backslash N \rightarrow K \subset \mathbb{R}^{2}$ that satisfies conditions A1)-A4). We denote by $\chi_{\mathrm{s}}(x)<0<\chi_{\mathrm{u}}(x)$ the two Lyapunov exponents at the point $x$ if they exist. If $\Lambda_{1}$ is an ergodic component of the attractor, then the Lyapunov exponents are constant almost everywhere with respect to the SRB-measure on $\Lambda_{1}$, and we write $\chi_{\mathrm{s}}(x)=\chi_{\mathrm{s}}$ and $\chi_{\mathrm{u}}(x)=\chi_{\mathrm{u}}$ for almost every $x$. With these notations we have the following theorem.

Theorem 1. Suppose that $f: K \backslash N \rightarrow K \subset \mathbb{R}^{2}$ is a piecewise hyperbolic map that satisfies conditions (T) and A1) A4). Let $\Lambda_{1}$ be an ergodic component of the attractor, with one positive and one negative Lyapunov exponent, $\chi_{\mathrm{u}}$ and $\chi_{\mathrm{s}}$. Then the Hausdorff dimension of $\Lambda_{1}$ satisfies

$$
\operatorname{dim}_{\mathrm{H}} \Lambda_{1} \geq \min \left\{2,1-\chi_{\mathrm{u}} / \chi_{\mathrm{s}}\right\}
$$

Theorem 1 is proved in Section 8 .
Note that in 12 it is proved that $\operatorname{dim}_{\mathrm{H}} \Lambda_{1} \leq 1-\chi_{\mathrm{u}} / \chi_{\mathrm{s}}$ with equality if and only if $f$ restricted to $\Lambda_{1}$ is almost everywhere invertible, meaning that $f$ is invertible on a set of full SRB-measure. Hence we get the following corollary.

Corollary 1. If the assumptions of Theorem 1 are satisfied then

$$
\operatorname{dim}_{\mathrm{H}} \Lambda_{1}=\min \left\{2,1-\chi_{\mathrm{u}} / \chi_{\mathrm{s}}\right\}
$$

and $f$ is invertible almost everywhere on $\Lambda_{1}$ if and only if $\chi_{\mathrm{u}}+\chi_{\mathrm{s}} \leq 0$.
REmark 1. In case the transversality condition (T) is not satisfied we can only give the trivial estimate $\operatorname{dim}_{\mathrm{H}} \Lambda_{1} \geq 1$. Indeed, the map $f:[0,1]^{2} \rightarrow$ $[0,1]^{2}$ defined by $f:\left(x_{1}, x_{2}\right) \mapsto\left(x_{1} / 2,2 x_{2} \bmod 1\right)$ has the attractor $\Lambda_{1}=$ $\left\{\left(x_{1}, x_{2}\right): x_{1}=0,0 \leq x_{1} \leq 1\right\}$, and so $\operatorname{dim}_{H} \Lambda_{1}=1$. Moreover, any map satisfying (A1)-A4 has an attractor $\Lambda_{1}$ that contains curves of unstable manifolds. This implies that $\operatorname{dim}_{\mathrm{H}} \Lambda_{1} \geq 1$. So, unless one imposes an additional condition, such as $(\mathrm{T})$, one cannot get a better estimate than $\operatorname{dim}_{\mathrm{H}} \Lambda_{1} \geq 1$. It should be noted that there are no obvious reasons why (A4) should be needed. It is here because of technical reasons in the proof.
6. Vanishing multiplicity entropy. In this section we give a condition which guarantees that the multiplicity entropy is zero.

Theorem 2. Let $K, N \subset \mathbb{R}^{2}$ where $N$ is a union of smooth curves, and let $f: K \backslash N \rightarrow K$ satisfy conditions A1-A3). Assume that there is a family of cones $C^{\mathrm{d}}(p, \gamma) \subset T_{p} \mathbb{R}^{2}$, where $p$ is a point on a smooth curve $\gamma \subset N$, such that $C^{\mathrm{d}}(p, \gamma)$ contains the tangents of $\gamma$ at $p$,

$$
\begin{equation*}
C^{\mathrm{d}}(p, \gamma) \cap C^{\mathrm{u}}(p)=\{0\} \quad \text { and } \quad d f\left(C^{\mathrm{d}}\right) \subset C^{\mathrm{u}} \tag{2}
\end{equation*}
$$

Then the multiplicity entropy of $f$ is zero.
REmark 2. The condition $C^{\mathrm{d}}(p, \gamma) \cap C^{\mathrm{u}}(p)=\{0\}$ in Theorem 2 is formally nonsense since $C^{\mathrm{u}}(p)$ is not defined for $p \in N$. But $C^{\mathrm{u}}(p)$ depends continuously on $p \in K_{i}$ so the condition should be be understood as concerning an appropriate limit for each $K_{i}$ that meets $p$. This can be done by (A2).

Remark 3. It should be noted that if $f$ satisfies the conditions in Theorem 2, then so does any sufficiently small smooth perturbation of $f$.

Proof. For simplicity, let us start with the case that the curves of $N$ do not intersect. Let $p \in N$. We will iterate $p$ and see into how many pieces a small neighbourhood $U$ of $p$ is cut by a curve in $N$ that goes through $f^{n}(p)$. Of course, $f^{n}(p)$ is not defined but we will use this notation, for simplicity, for the collection of accumulation points of $f^{n}(q)$ as $q \rightarrow p$.

In the first iterate $U$ is cut through $p$ into at most two pieces, which we denote by $U_{1}$ and $U_{2}$ (or just $U_{1}$ if $U$ is not cut). In the next iterate, each


Fig. 1. Illustration to the proof of Theorem 2 Note that $U_{1,2}$ and $U_{2,1}$ cannot be cut through $f^{2}(p)$ since the slopes of the discontinuities are too small. In this example $C^{\mathrm{d}}(p, \gamma)$ takes two different forms, depending on $p$ and $\gamma$, as is shown in the figure.
of the pieces $U_{1}$ and $U_{2}$ is cut through $f(p)$ into at most two pieces. Denote by $U_{1,1}$ and $U_{1,2}$ the pieces of $U_{1}$ and similarly for $U_{2}$.

By the property (2), one of $U_{1,1}$ and $U_{1,2}$ lies in the cone $C^{\mathrm{u}}\left(f^{2}(p)\right)$ and no iterate of this piece will be cut through $f^{n}(p)$ for any $n$. The same argument holds for the pieces $U_{2,1}$ and $U_{2,2}$. So we now have at most four pieces of which at most two can be cut in future iterations. There is a picture of this in Figure 1 .

By induction we find that after $n$ iterates $f^{n}(U)$ consists of at most $2 n$ pieces. This shows that the multiplicity entropy is zero.

The case of $N$ containing curves that cut each other is similar. If at most $L$ curves meet in one point, we deduce that after $n$ iterates, $U$ consists of at most $2(L+1) n$ pieces of which at most two can be cut through $f^{n}(p)$.
7. An example. In this section we give an example of maps satisfying the assumptions of Theorem 1.

Let $K=(-1,1) \times(-1,1)$ be a square. Take $-1<k<1$ and let $N=$ $\left\{\left(x_{1}, x_{2}\right) \in K: x_{2}=k x_{1}\right\}$ be the singularity set. Take $\rho \neq 0$ and let $\psi_{1}$ and $\psi_{2}$ be two $C^{2}$ functions such that $\left|\psi_{1}^{\prime}\right|,\left|\psi_{2}^{\prime}\right|<\rho_{\psi}<|\rho| / 2$. We take parameters $1 / 2<\lambda<1,1<\gamma<2, a_{1}, a_{2}, b_{1}$ and $b_{2}$ such that the map $f$ defined by

$$
f\left(x_{1}, x_{2}\right)= \begin{cases}\left(\lambda x_{1}+a_{1}+\rho x_{2}+\psi_{1}\left(x_{2}\right), \gamma x_{2}+b_{1}\right) & \text { if } x_{2}>k x_{1}  \tag{3}\\ \left(\lambda x_{1}+a_{2}+\psi_{2}\left(x_{2}\right), \gamma x_{2}+b_{2}\right) & \text { if } x_{2}>k x_{1}\end{cases}
$$

maps $K \backslash N$ into $K$. There is a picture of $f$ in Figure 2


Fig. 2. A picture of $f$ with $\rho=0.1, \psi_{1}=\psi_{2}=0, \gamma=1.8, \lambda=0.3, k=0.1, a_{1}=a_{2}=0$ and $-b_{1}=b_{2}=0.8$

The case $\rho \neq 0, k=\psi_{1}=\psi_{2}=0$ and $\gamma=2$ is treated by Falconer in [5]. He proved that for almost all parameters $\gamma$ and $\lambda$, the dimension satisfies $\operatorname{dim}_{\mathrm{H}} \Lambda=1-\log \gamma / \log \lambda$.

The case $k=0$ and $\gamma=2$ is covered by Simon's paper [13]. He proved equality for all parameters. We prove that we have equality for all parameters, also when $k, \psi_{1}$ and $\psi_{2}$ are not nessesarily zero. More precisely, we use Theorem 1 to prove the following theorem.

ThEOREM 3. If $a_{1}, a_{2},-b_{1}=b_{2}=\gamma-1$ and

$$
(\gamma, \lambda, k, \rho) \in\{(\gamma, \lambda, k, \rho): \gamma>2 \lambda, \rho \neq 0\}
$$

are numbers such that $f: K \backslash N \rightarrow K$, then $f: K \backslash N \rightarrow K$ defined by (3) has an attractor $\Lambda$ with dimension

$$
\begin{equation*}
\operatorname{dim}_{\mathrm{H}} \Lambda=\min \{2,1-\log \gamma / \log \lambda\} \tag{4}
\end{equation*}
$$

Let $\psi_{1}=\psi_{2}=0,1<\gamma<2,0<\lambda<1, a_{1}=a_{2}=0$ and $b_{1}=-b_{2}=$ $1-\gamma$. Then if $\rho=0$, the attractor is $\Lambda=\left\{\left(x_{1}, x_{2}\right): x_{1}=0,\left|x_{2}\right| \leq \gamma-1\right\}$, and so $\operatorname{dim}_{\mathrm{H}} \Lambda=1$. If $\rho \neq 0$ and $\gamma>2 \lambda$ then the dimension $\operatorname{dim}_{\mathrm{H}} \Lambda$ is given by (4). The dimension can be made arbitrarily close to 2 by choosing $\lambda$ close to 1 . Then the dimension is bounded away from 1 for any $\rho \neq 0$, but it is 1 for $\rho=0$.

Proof of Theorem 3. It is clear from Theorem 2 that $f$ has zero multiplicity entropy if $k \neq 0$. If $k=0$ then the multiplicity entropy is trivially zero.

We claim that if $\gamma>2 \lambda$ and $\rho \neq 0$ then $f$ satisfies condition (T). Let us prove this claim. It is clear that the cone spanned by the vectors

$$
\left(\frac{-\rho_{\psi}}{\gamma-\lambda}, 1\right) \quad \text { and } \quad\left(\frac{\rho+\rho_{\psi}}{\gamma-\lambda}, 1\right)
$$

defines an unstable cone family at any point of $K \backslash N$. Denote this cone by $C^{u}$.

Let $\sigma_{1} \subset K \cap\left\{x_{2}>k x_{1}\right\}$ and $\sigma_{2} \subset K \cap\left\{x_{2}<k x_{1}\right\}$ be two curves such that if $v_{1}$ and $v_{2}$ are two tangent vectors of the curves, then $v_{1}, v_{2} \in C^{\mathrm{u}}$. The vectors $v_{1}$ and $v_{2}$ are mapped by $d_{x} f$ to

$$
u_{1}=\left[\begin{array}{ll}
\lambda & \rho+\psi_{1}\left(x_{2}\right) \\
0 & \gamma
\end{array}\right] \quad \begin{array}{ll}
v_{1} & \text { and } \quad u_{2}=\left[\begin{array}{ll}
\lambda & \psi_{2}\left(x_{2}\right) \\
0 & \gamma
\end{array}\right] v_{2} \text { }
\end{array}
$$

respectively. One checks that $u_{1}$ is contained in the cone spanned by

$$
\left(-\rho_{\psi} \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{\rho-\rho_{\psi}}{\gamma}, 1\right) \quad \text { and } \quad\left(\left(\rho+\rho_{\psi}\right) \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{\rho+\rho_{\psi}}{\gamma}, 1\right)
$$

and $u_{2}$ is contained in the cone spanned by

$$
\left(-\rho_{\psi} \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{-\rho_{\psi}}{\gamma}, 1\right) \quad \text { and } \quad\left(\left(\rho+\rho_{\psi}\right) \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{\rho_{\psi}}{\gamma}, 1\right)
$$

The intersection of these two cones is trivial if

$$
-\rho_{\psi} \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{\rho-\rho_{\psi}}{\gamma}>\left(\rho+\rho_{\psi}\right) \frac{\lambda}{\gamma(\gamma-\lambda)}+\frac{\rho_{\psi}}{\gamma}
$$

or equivalently, if $\gamma>2 \lambda$. This proves the claim.

By Corollary 1 it now follows that

$$
\operatorname{dim}_{\mathrm{H}} \Lambda=1-\frac{\log \gamma}{\log \lambda}
$$

unless $\log \gamma+\log \lambda>0$, in which case $\operatorname{dim}_{\mathrm{H}} \Lambda=2$.
Let us end this section by considering the attractor of the map in Figure 2 The dimension of the attractor is

$$
\operatorname{dim}_{\mathrm{H}} \Lambda=1.488 \ldots
$$

There is a picture of the attractor $\Lambda$ in Figure 3 .
We may also consider the dimension of $\Lambda$ when $\gamma=1.8, \lambda=0.5$ and $k=0.1$. Then

$$
\operatorname{dim}_{\mathrm{H}} \Lambda=1.848 \ldots
$$

A picture of this attractor is in Figure 4 . Both pictures were drawn by calculating the iterates of a small curve with tangents in the unstable cones.


Fig. 3. Attractor of the map in Fig. 2


Fig. 4. Attractor of the map in Fig. 2 but with $\lambda=0.5$.
8. Proof of Theorem 1. Assume that $f$ satisfies the conditions A1)(A4) and condition (T) with $\left(\varepsilon_{0}, \delta\right)$-intersections. Let $\varepsilon>0$.
8.1. Coding of the system. We introduce a coding of the system $f: \Lambda \rightarrow \Lambda$. If $x \in \Lambda$ then there is a sequence $\underline{s}(x)=\left\{i_{k}\right\}_{k \in \mathbb{N} \cup\{0\}}$ such that $f^{k}(x) \in K_{i_{k}}$ for every $k \in \mathbb{N} \cup\{0\}$. We let $\Sigma=\Sigma(\Lambda)$ be the set of all such sequences, that is, $\Sigma(\Lambda)=\underline{s}(D)$.

Given a sequence $\underline{a}=\left\{a_{i}\right\}_{i \in \mathbb{N} \cup\{0\}}$, we define the cylinder ${ }_{k}[\underline{a}]_{l}$ by

$$
{ }_{k}[\underline{[ }]_{l}:=\left\{\underline{b}=\left\{b_{i}\right\}_{i} \in \Sigma: b_{i}=a_{i}, \forall i=k, k+1, \ldots, l\right\} .
$$

For any cylinder ${ }_{k}[\underline{a}]_{l}$, there is a corresponding set

$$
\left\{x \in D:\left\{i_{n}\right\}_{n \in \mathbb{N} \cup\{0\}}=\underline{s}(x), i_{n}=a_{n}, \forall n=k, k+1, \ldots, l\right\} .
$$

We denote this set by $\rho\left({ }_{k}[\underline{a}]_{l}\right)$. The sets $\rho\left({ }_{k}[\underline{a}]_{l}\right)$ will also be called cylinders. A set of the form ${ }_{0}[\underline{a}]_{n-1}$ or $\rho\left(0[\underline{a}]_{n-1}\right)$ will be called an $n$-cylinder.
8.2. Images of curves. In this section we make use of condition (A4), that the multiplicity entropy is zero, to get some estimates.

For $r \in \mathbb{N}$, we let $\mathcal{D}_{r}(\varepsilon)$ be the set of $r$-cylinders $\rho\left({ }_{0}[\underline{a}]_{r-1}\right)$ such that there exists a point $p \in \rho\left(0[\underline{a}]_{r-1}\right)$ with

$$
\begin{array}{ll}
e^{\left(\chi_{\mathrm{u}}-\varepsilon\right) r}\|v\| \leq\left\|d_{p}\left(f^{r}\right)(v)\right\| \leq e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) r}\|v\|, & \forall v \in C^{\mathrm{u}}(p) \\
e^{\left(\chi_{\mathrm{s}}-\varepsilon\right) r}\|v\| \leq\left\|\left(d_{p} f^{r}\right)^{-1}(v)\right\| \leq e^{\left(\chi_{\mathrm{s}}+\varepsilon\right) r}\|v\|, & \forall v \in C^{\mathrm{s}}\left(f^{r}(p)\right)
\end{array}
$$

Let $q, r \in \mathbb{N}, l>0$ and let $\gamma$ be a curve of length $l$ with tangents in the unstable cones. Let $\mathcal{W}_{0}=\{\gamma\}$. We define $\mathcal{W}_{n}$ inductively. If $\mathcal{W}_{n-1}$ is a collection of curves, then we let $\mathcal{W}_{n}$ be the set of curves that are connected pieces of length between $l$ and $2 l$, contained in the union of $\mathcal{D}_{r}(\varepsilon)$ and in some $f^{q}(\sigma), \sigma \in \mathcal{W}_{n-1}$.

Since we require that the lengths of the curves in $\mathcal{W}_{n}$ are between $l$ and $2 l$, the set $\mathcal{W}_{n}$ might not be uniquely defined, since there are several ways to divide a curve of length larger than $2 l$ into pieces of length between $l$ and $2 l$. It is however not important how this is done, so we will not give a precise definition of $\mathcal{W}_{n}$. For instance, one way of doing this is to begin at one end of the curve, and cut off pieces of length $l$ and put them in $\mathcal{W}_{n}$. As long as the remaining part is longer than $2 l$ we cut off another piece of length $l$. This process will stop when we have a remaining piece of length between $l$ and $2 l$. Putting this remaining piece into $\mathcal{W}_{n}$, we will have achieved what we want.

Lemma 1. Let $f: K \backslash N \rightarrow K$ satisfy conditions (A1)-A4). For any $\varepsilon>0$, there exist constants $C, q, r, l>0$, and a curve $\gamma$ with tangents in the unstable cones, such that if $N(n)$ denotes the number of curves in $\mathcal{W}_{n}$, then

$$
C^{-1} e^{\left(\chi_{\mathrm{u}}-\varepsilon\right) q(n-k)} \leq \frac{N(n)}{N(k)} \leq C e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q(n-k)}
$$

for all $n \geq k \geq 1$, and the derivatives of $f^{q k}, k \in \mathbb{N}$, at a point $p \in W \in \mathcal{W}_{n}$ satisfy

$$
\begin{align*}
C^{-1} e^{\left(\chi_{\mathrm{u}}-\varepsilon\right) q k}\|u\| & \leq\left\|d_{p}\left(f^{q k}\right)(u)\right\| \leq C e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q k}\|u\|  \tag{5}\\
C^{-1} e^{-\left(\chi_{\mathrm{s}}+\varepsilon\right) q k}\|v\| & \leq\left\|\left(d_{p} f^{q k}\right)^{-1}(v)\right\| \leq C e^{-\left(\chi_{\mathrm{s}}-\varepsilon\right) q k}\|v\| \tag{6}
\end{align*}
$$

for all $u \in C^{\mathrm{u}}(p)$ and $v \in C^{\mathrm{s}}\left(f^{q k}(p)\right)$.
Proof. Since the multiplicity entropy is zero, we can take $q$ so large and $l>0$ so small that any curve of length $l$ with tangents in the unstable cone is cut into at most $e^{\varepsilon q}$ pieces when mapped by $f^{q}$.

Since the Lebesgue measure of the complement of the union of $\mathcal{D}_{r}(\varepsilon)$ vanishes as $r \rightarrow \infty$, we can choose $r$ so large that the Lebesgue measure of the union of $\mathcal{D}_{r}(\varepsilon)$ is as close to that of $K$ as we like. Using (A3) and A4,
we see that it is even possible to choose $r$ so large that the intersection of the complement of the union of $\mathcal{D}_{r}(\varepsilon)$ with any curve of length at least $l$ with tangents in the unstable cone has one-dimensional Lebesgue measure as small as we like.

Hence by first choosing $q$ and $l$, and then $r$ depending on $l$, it is possible to achieve that the sum of the lengths of the curves in $\mathcal{W}_{n}$ satisfies

$$
C_{0} e^{\left(\chi_{\mathrm{u}}-\varepsilon\right) q n} \leq \sum_{\sigma \in \mathcal{W}_{n}} \operatorname{length}(\sigma) \leq C_{0} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q n},
$$

where $C_{0}$ is a constant depending on $f, q, l$ and $r$. This implies that the number of curves in $\mathcal{W}_{n}$ satisfies the statement in the lemma.
8.3. Frostman's lemma. We define a probability measure $\mu_{n}$ with support on $\bigcup \mathcal{W}_{n}$ by

$$
\mu_{n}=\frac{1}{N(n)} \sum_{W \in \mathcal{W}_{n}} \nu_{W},
$$

where $\nu_{W}$ denotes the normalised Lebesgue measure on the curve $W$, and $N(n)$ denotes the number of elements in $\mathcal{W}_{n}$ as in Lemma 1 .

By taking a subsequence we can achieve that $\mu_{n}$ converges weakly to a probability measure $\mu$ with support in $\Lambda$. This measure will not be invariant, but its conditional measures on the unstable manifold will be absolutely continuous with respect to the corresponding conditional measures of the SRB-measure, almost surely.

We will use the following method, originating from Frostman 6], to estimate the dimension of $\Lambda$. If

$$
\iint \frac{d \mu(x) d \mu(y)}{|x-y|^{s}}<\infty
$$

then $\operatorname{dim}_{\mathrm{H}} \Lambda \geq \operatorname{dim}_{\mathrm{H}} \operatorname{supp} \mu \geq s$. For a proof of this, see Falconer's book [4.
Let $M$ be a number. Then

$$
\begin{aligned}
& \iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \mu_{n}(x) d \mu_{n}(y) \\
& \rightarrow \iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \mu(x) d \mu(y) \quad \text { as } n \rightarrow \infty
\end{aligned}
$$

and

$$
\begin{aligned}
\iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \mu(x) & d \mu(y) \\
& \rightarrow \iint \frac{1}{|x-y|^{s}} d \mu(x) d \mu(y) \quad \text { as } M \rightarrow \infty
\end{aligned}
$$

We will therefore estimate

$$
E_{s}(n, M)=\iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \mu_{n}(x) d \mu_{n}(y) .
$$

It is clear that $E_{s}(n, M) \leq M$. By the definition of the measure $\mu_{n}$ we immediately get

$$
\begin{equation*}
E_{s}(n, M)=\sum_{W, V \in \mathcal{W}_{n}} \frac{1}{N(n)^{2}} \iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \nu_{V}(x) d \nu_{W}(y) \tag{7}
\end{equation*}
$$

We rewrite (7) as

$$
E_{s}(n, M)=J_{1}+J_{2}
$$

with

$$
\begin{aligned}
& J_{1}=\sum_{W \in \mathcal{W}_{n}} \frac{1}{N(n)^{2}} \iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \nu_{W}(x) d \nu_{W}(y) \\
& J_{2}=\sum_{\substack{W, V \in \mathcal{W}_{n} \\
V \neq W}} \frac{1}{N(n)^{2}} \iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \nu_{V}(x) d \nu_{W}(y)
\end{aligned}
$$

To estimate $J_{1}$ we note that

$$
\iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \nu_{W}(x) d \nu_{W}(y) \leq M
$$

Hence

$$
J_{1} \leq \sum_{W \in \mathcal{W}_{n}} \frac{M}{N(n)^{2}}=\frac{M}{N(n)}
$$

and so $J_{1} \rightarrow 0$ as $n \rightarrow \infty$.
We will now estimate $J_{2}$ and show that $J_{2}$ is bounded as $n \rightarrow \infty$, provided that $s$ is sufficiently small.

Let $m<n$ and $W \in \mathcal{W}_{n}$. Then there is a unique $\alpha \in \mathcal{W}_{n-m}$ such that $W \subset f^{q m}(\alpha)$. Consider the set $W_{-m} \subset \alpha$ such that $W=f^{q m}\left(W_{-m}\right)$.

Fix $m<n$ and take two different $\alpha$ and $\beta$ in $\mathcal{W}_{n-m}$ such that $\alpha_{-1}$ and $\beta_{-1}$ are in different cylinders. By condition (T) this implies that $\alpha$ and $\beta$ intersect $\left(\varepsilon_{0}, \delta\right)$-transversally. We will consider all manifolds $W$ and $V$ in $\mathcal{W}_{n}$ such that $W_{-m} \subset \alpha, V_{-m} \subset \beta$, and $W_{-m}$ and $V_{-m}$ are in the same $q m$-cylinder, denoted by $S_{m}\left(W_{-m}\right)$. There is a picture of this in Figure 5.

Note that $W$ and $V$ intersect if and only if $W_{-m}$ and $V_{-m}$ intersect, since $W_{-m}$ and $V_{-m}$ are in the same $q m$-cylinder. If $W_{-m} \subset \alpha$ intersects $\beta$, then

$$
\begin{equation*}
\sum_{\substack{V \in \mathcal{W}_{n} \\ \subset \beta \cap S_{m}\left(W_{-m}\right)}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y) \leq C_{1} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m} \tag{8}
\end{equation*}
$$

where $C_{1}$ does not depend on $W, \alpha$ and $\beta$. Indeed, if $m$ is large, then we may assume that $W_{-m}$ and $V_{-m} \subset \beta \cap S_{m}\left(W_{-m}\right)$ are contained in a ball of radius $\varepsilon_{0}$, and so the manifolds $f^{q m}(\beta)$ and $W$ intersect $\left(\varepsilon_{0}, C^{-2} e^{\left(-\chi_{\mathrm{u}}+\chi_{\mathrm{s}}-2 \varepsilon\right) q m} \delta\right)$ transversally, so that

$$
\sum_{\substack{V \in \mathcal{W}_{n} \\ V_{-m} \subset \beta \cap S_{m}\left(W_{-m}\right)}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y) \leq C_{0} \iint_{\gamma_{1} \gamma_{2}} \frac{1}{|x-y|^{s}} d x d y
$$



Fig. 5. A picture of intersections of unstable manifolds. The pre-images $W_{-m}$ and $V_{-m}$ are the thicker segments.
where $\gamma_{1}$ and $\gamma_{2}$ are the curves

$$
\begin{aligned}
& \gamma_{1}=\left\{\left(x_{1}, x_{2}\right): x_{1}=0,\left|x_{2}\right|<\operatorname{diam} K\right\}, \\
& \gamma_{2}=\left\{\left(x_{1}, x_{2}\right):\left|x_{2}\right|<l, x_{2}=C^{2} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right) q m} \delta^{-1} x_{1}\right\},
\end{aligned}
$$

and $C_{0}$ is a constant that depends only on the second derivative of the map and the constants diam $K$ and $l$. To prove (8), one easily checks that there exists a constant $C_{1}$ such that

$$
C_{0} \iint_{\gamma_{1} \gamma_{2}} \frac{1}{|x-y|^{s}} d x d y \leq C_{1} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m} .
$$

We now consider those manifolds $W$ such that $W_{-m} \subset \alpha$ does not intersect $\beta$. First, we consider those $V$ such that $W_{-m}$ and $V_{-m}$ lie in some ball $B_{\varepsilon_{0}}$ in the spirit of $(\mathrm{T})$. If the distance between $W_{-m}$ and $\beta$ is $d\left(W_{-m}, \beta\right)$, then the distance between $W$ and $V \subset f^{q m}(\beta)$ is larger than $C^{-1} e^{\left(\chi_{s}-\varepsilon\right) m} d\left(W_{-m}, \beta\right)$ by (6). If we choose the length $l$ in the construction of $\mathcal{W}_{n}$ sufficiently small, then we can approximate the integral by

$$
\sum_{\substack{V \in \mathcal{W}_{n} \\ V_{-m} \subset \beta \cap S_{m}\left(W_{-m}\right)}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y) \leq l^{-2} \iint_{\gamma_{1} \gamma_{2}} \frac{1}{|x-y|^{s}} d x d y,
$$

where $\gamma_{1}$ and $\gamma_{2}$ are two parallel line segments of lengths $l$ and diam $K$, and with distance $d\left(W_{-m}, \beta\right) / 2$. The last integral is estimated by

$$
\begin{aligned}
\iint_{\gamma_{1} \gamma_{2}} \frac{1}{|x-y|^{s}} d x d y & \leq \int_{-\infty}^{\infty} \frac{1}{\left(\sqrt{x^{2}+\left(d\left(W_{-m}, \beta\right) / 2\right)^{2}}\right)^{s}} d x \\
& =2^{s} e^{\left(\chi_{s}-\varepsilon\right)(1-s) q m} d\left(W_{-m}, \beta\right)^{1-s} \int_{0}^{\infty} \frac{\mathrm{d} x}{\left(1+x^{2}\right)^{s / 2}},
\end{aligned}
$$

and so

$$
\begin{align*}
& \sum_{\substack{V \in \mathcal{W}_{n} \\
m \subset \beta \cap S_{m}\left(W_{-m}\right)}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y)  \tag{9}\\
& \leq C_{2} e^{\left(\chi_{s}-\varepsilon\right)(1-s) q m} d\left(W_{-m}, \beta\right)^{1-s}
\end{align*}
$$

for some constant $C_{2}$, provided that $s>1$.
We cover the intersections of $\alpha$ and $\beta$ by balls $B_{\varepsilon_{0}}$. (Actually we cover the parts $\alpha$ and $\beta$ where $\alpha$ and $\beta$ are within distance $\varepsilon_{0}$ of each other.) Since $K$ is a bounded set, the number of such balls will always be less than some number $N_{B}$. A manifold $W_{-m} \subset \alpha$ either intersects one of these balls or lies a distance at least $\varepsilon_{0}$ from each of the intersections of $\alpha$ and $\beta$.

If $W_{-m}$ lies in $B_{\varepsilon_{0}}$, with distance $d_{W_{-m}}$ from the centre of the ball, then by property $(\mathrm{T})$, the distance between $W_{-m}$ and $V_{-m} \subset \beta$ is at least $\delta d_{W_{-m}}$. The manifolds $W_{-m}$ and $V_{-m}$ are subsets of the two larger manifolds $\alpha$ and $\beta$ (see Figure 5). On each side of the intersection of these larger manifolds (or, in case they do not intersect, on each side of a point on each curve that are closest to the other curve) we can enumerate the pairs $W_{-m}$ and $V_{-m}$, such that the distance from the centre of the ball $B_{\varepsilon_{0}}$ to the $i$ th manifold $W_{-m}$ is increasing.

Since two different $W_{-m}$ do not intersect, the distance from the centre of $B_{\varepsilon_{0}}$ to the $i$ th manifold $W_{-m}$ is at least $i l /\left(C e^{(\chi u+\varepsilon) q m}\right)$, since the length of each $W_{-m}$ is at least $l /\left(C e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)$ by (5). (We measure the distance along the large manifold containing all the $W_{-m}$.) Hence the distance between the $i$ th $W_{-m}$ and $V_{-m} \subset \beta$ is at least $\delta i l /\left(C e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)$ and so the distance between the corresponding $W$ and $V$ is at least $C^{-2} e^{\left(\chi_{s}-\varepsilon\right) q m} \delta i l / e^{\left(\chi_{u}+\varepsilon\right) q m}$.

Since the length of $W_{-m}$ is at least $l /\left(C e^{\left(\chi_{u}+\varepsilon\right) q m}\right)$, there can be at most $C_{3} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}$ different $W_{-m}$ in $B_{\varepsilon_{0}}$, where $C_{3}$ is a constant that depends on $l$ and $\varepsilon_{0}$. By (8) and (9),

$$
\begin{align*}
& \sum_{\substack{W_{-m} \subset \alpha \cap B_{\varepsilon_{0}} \\
V_{-m} \subset \beta \cap S_{m}\left(W_{-m}\right) \cap B_{\varepsilon_{0}}}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y)  \tag{10}\\
& <C_{1} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m}+2 \sum_{i=1}^{C_{3} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}} C_{2}\left(C^{-2} e^{\left(\chi_{\mathrm{s}}-\varepsilon\right) q m} \delta i \frac{l_{0}}{e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}}\right)^{1-s} \\
& <C_{4} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m}\left(e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)^{2-s}
\end{align*}
$$

If we sum over the balls $B_{\varepsilon_{0}}$ needed to cover the intersection of $\alpha$ and $\beta$, we get

$$
\begin{align*}
\sum_{B_{\varepsilon_{0}}} \sum_{\substack{W_{-m} \subset \alpha \cap B_{\varepsilon_{0}} \\
V_{-m} \subset \beta \cap S_{m}\left(W_{-m}\right) \cap B_{\varepsilon_{0}}}} \iint & \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y)  \tag{11}\\
& <C_{5} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m}\left(e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)^{2-s}
\end{align*}
$$

For those $W$ and $V$ such that $W_{-m}$ and $V_{-m}$ are not inside a ball $B_{\varepsilon_{0}}$ we have $d(W, V)>C^{-1} e^{\left(\chi_{s}-\varepsilon\right) q m} \varepsilon_{0}$, and by (9),

$$
\begin{align*}
& \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y)  \tag{12}\\
& \quad \leq C_{2} e^{\left(\chi_{\mathrm{s}}-\varepsilon\right)(1-s) q m} C^{s-1} \varepsilon_{0}^{1-s}=C_{6} e^{\left(\chi_{\mathrm{s}}-\varepsilon\right)(1-s) q m}
\end{align*}
$$

Since the length of each $W_{-m}$ and $V_{-m}$ is at least $l /\left(C e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)$ by (5), and $W \subset \alpha$ and $V \subset \beta$, where $\alpha$ and $\beta$ are fixed, there is a constant $C_{7}$, independent of $m, n, \alpha$ and $\beta$, such that the number of such pairs $W$ and $V$ satisfying $\sqrt[12]{ }$ is at most $C_{7} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}$.

By (11) and 12 we get

$$
\begin{align*}
& \quad \sum_{\substack{W, V \in \mathcal{W}_{n} \\
W_{-m} \subset \alpha \\
V_{-m} \subset \beta}} \iint \frac{1}{|x-y|^{s}} d \nu_{V}(x) d \nu_{W}(y)  \tag{13}\\
& <C_{5} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) m}\left(e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)^{2-s}+C_{6} C_{7} e^{\left(-\chi_{\mathrm{s}}+\varepsilon\right)(s-1) q m} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m} .
\end{align*}
$$

We will now sum over all $m, \alpha$ and $\beta$, and write $J_{2}$ as $J_{2}=J_{3}+J_{4}$ with

$$
\begin{aligned}
& J_{3}=\sum_{m=0}^{n-1} \sum_{\substack{\alpha, \beta \in \mathcal{W}_{n-m} \\
\alpha \neq \beta}} \sum_{\substack{W, V \in \mathcal{W}_{n} \\
W_{-m} \subset \alpha \\
V_{-m} \subset \beta}} \frac{\iint \min \left\{M, 1 /|x-y|^{s}\right\} d \nu_{V}(x) d \nu_{W}(y)}{N(n)^{2}} \\
& J_{4}=\sum_{m=0}^{n-1} \sum_{\alpha \in \mathcal{W}_{n-m}} \sum_{\substack{W, V \in \mathcal{W}_{n} \\
W_{-m}, V-m \subset \alpha \\
W_{-m} \neq V-m}} \frac{\iint \min \left\{M, 1 /|x-y|^{s}\right\} d \nu_{V}(x) d \nu_{W}(y)}{N(n)^{2}} .
\end{aligned}
$$

As for $J_{1}$, we obtain $J_{4} \rightarrow 0$ as $n \rightarrow \infty$. It remains to estimate $J_{3}$.
Using that there are $N(n-m)$ different $\alpha$ and $\beta$, we get, by 10 and (13),

$$
\begin{aligned}
J_{3} \leq & \sum_{m=0}^{n-1} N(n-m)^{2} \frac{C_{5} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}+2 \varepsilon\right)(s-1) q m}\left(e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}\right)^{2-s}}{N(n)^{2}} \\
& +\sum_{m=0}^{n-1} N(n-m)^{2} \frac{C_{6} C_{7} e^{\left(-\chi_{\mathrm{s}}(s-1)+\varepsilon(s-1)\right) q m} e^{\left(\chi_{\mathrm{u}}+\varepsilon\right) q m}}{N(n)^{2}}
\end{aligned}
$$

Letting $C_{8}=C_{5}+C_{6} C_{7}$ yields

$$
J_{3} \leq C_{8} \sum_{m=0}^{n-1} \frac{N(n-m)^{2} e^{\left(\chi_{\mathrm{u}}-\chi_{\mathrm{s}}(s-1)+s \varepsilon\right) q m}}{N(n)^{2}}
$$

and $C_{8}$ does not depend on $n$. By Lemma 1 we have $N(n-m) / N(n) \leq$ $C e^{-\left(\chi_{\mathrm{u}}-\varepsilon\right) q m}$, so

$$
J_{3} \leq C_{8} \sum_{m=0}^{n-1} e^{\left(-\chi_{\mathrm{u}}-\chi_{\mathrm{s}}(s-1)+\varepsilon(s+2)\right) q m}
$$

We conclude that $J_{3}$ is bounded as a function of $n$ provided that $-\chi_{\mathrm{u}}-$ $(s-1) \chi_{\mathrm{s}}+(s+2) \varepsilon<0$ and $s<2$, or equivalently

$$
\begin{equation*}
s<1-\frac{\chi_{\mathrm{u}}-3 \varepsilon}{\chi_{\mathrm{s}}-\varepsilon} \quad \text { and } \quad s<2 \tag{14}
\end{equation*}
$$

We have thus proved that if $s$ satisfies (14), then $J_{1}$ and $J_{2}=J_{3}+J_{4}$ are bounded, and so the integral

$$
\iint \min \left\{M, \frac{1}{|x-y|^{s}}\right\} d \mu(x) d \mu(y)
$$

is uniformly bounded and hence converges as $M \rightarrow \infty$. This proves that

$$
\iint \frac{1}{|x-y|^{s}} d \mu(x) d \mu(y)<\infty
$$

provided that (14) holds. Hence

$$
\operatorname{dim}_{\mathrm{H}} \Lambda \geq \min \left\{2,1-\frac{\chi_{\mathrm{u}}-3 \varepsilon}{\chi_{\mathrm{s}}-\varepsilon}\right\}
$$

Now let $\varepsilon \rightarrow 0$.
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