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Abstract. Herzog and Lemmert have proven that if \( E \) is a Fréchet space and \( T : E \to E \) is a continuous linear operator, then solvability (in \([0, 1]\)) of the Cauchy problem \( \dot{x} = Tx \), \( x(0) = x_0 \) for any \( x_0 \in E \) implies solvability of the problem \( \dot{x}(t) = Tx(t) + f(t, x(t)) \), \( x(0) = x_0 \) for any \( x_0 \in E \) and any continuous map \( f : [0, 1] \times E \to E \) with relatively compact image. We prove the same theorem for a large class of locally convex spaces including:

- DFS-spaces, i.e., strong duals of Fréchet-Schwartz spaces, in particular the spaces of Schwartz distributions \( \mathcal{S}'(\mathbb{R}^n) \), the spaces of distributions with compact support \( \mathcal{E}'(\Omega) \) and the spaces of germs of holomorphic functions \( \mathcal{H}(K) \) over an arbitrary compact set \( K \subset \mathbb{C} \);
- complete LFS-spaces, i.e., complete inductive limits of sequences of Fréchet-Schwartz spaces, in particular the spaces \( \mathcal{D}(\Omega) \) of test functions;
- PLS-spaces, i.e., projective limits of sequences of DFS-spaces, in particular, the spaces \( \mathcal{D}'(\Omega) \) of distributions and \( \mathcal{A}(\Omega) \) of real-analytic functions.

Here \( \Omega \) is an arbitrary open domain in \( \mathbb{R}^n \). We construct an example showing that the analogous statement for (smoothly) time-dependent linear operators is invalid already for Fréchet spaces.

1. Introduction. In this paper all linear spaces are spaces over the field \( \mathbb{R} \). All locally convex topological vector spaces (LCS) are assumed to be Hausdorff. Below \( \mathbb{R} \) is always the set of real numbers, \( \mathbb{N} \) is the set of positive integers and \( \mathbb{Z}_+ = \mathbb{N} \cup \{0\} \).

Ordinary differential equations in abstract spaces

(1) \[ \dot{x}(t) = f(t, x(t)) \]

(\( E \) is a LCS, \( f : I \times E \to E \) and \( I \) is an interval of \( \mathbb{R} \)) have been intensely studied during the last decades (see e.g. \([1, 4, 6-12, 17-20, 23, 29-31]\)). One of the reasons to study them is the fact that any partial differential equation
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can be interpreted as an ordinary differential equation in an appropriate LCS. Linear differential equations form an interesting and important subclass of ordinary differential equations in LCS (see e.g. [4, 6, 9, 10, 12, 18–20, 29, 32, 33]). A solution of (1) is a function \( x \in C^1(I, E) \) such that \( \dot{x}(t) = f(t, x(t)) \) for any \( t \in I \) (we consider only strong solutions). The symbol \( L(E) \) stands for the space of continuous linear operators on a LCS \( E \), and \( \mathcal{L}(I, E) \) is the set of continuous maps \( T : I \times E \rightarrow E, (t, x) \mapsto T_t x \), linear with respect to \( x \in E \). We say that a map \( f : X \rightarrow Y \) is M-compact (\( X \) and \( Y \) are topological spaces) if \( f \) is continuous and \( f(X) \) is compact and metrizable.

Let \( E \) be a LCS, \( a > 0 \), \( f \in C([0, a], E) \), \( x_0 \in E \) and \( g : [0, a] \times E \rightarrow E \) be M-compact. We consider Cauchy problems for non-perturbed and perturbed linear ordinary differential equations:

\[
\begin{align*}
(2) \quad & \dot{x}(t) = Tx(t), \quad x(0) = x_0, \\
(3) \quad & \dot{x}(t) = Tx(t) + f(t), \quad x(0) = x_0, \\
(4) \quad & \dot{x}(t) = Tx(t) + g(t, x(t)), \quad x(0) = x_0,
\end{align*}
\]

where \( T \in L(E) \). For the time-dependent case we consider Cauchy problems

\[
\begin{align*}
(5) \quad & \dot{x}(t) = T_t x(t), \quad x(0) = x_0, \\
(6) \quad & \dot{x}(t) = T_t x(t) + g(t, x(t)), \quad x(0) = x_0,
\end{align*}
\]

where \( T \in \mathcal{L}([0, a], E) \). Following [4, 32, 12] we define

\[
\begin{align*}
(7) \quad & \text{ex}(E) = \{ T \in L(E) : (2) \text{ is solvable in } [0, a] \text{ for any } x_0 \in E \}, \\
(8) \quad & \text{ex}'(E) = \{ T \in L(E) : (3) \text{ is solvable in } [0, a] \\
& \quad \text{ for any } (x_0, f) \in E \times C(\mathbb{R}, E) \}, \\
(9) \quad & \text{unex}(E) = \{ T \in L(E) : (2) \text{ is uniquely solvable in } [0, a] \\
& \quad \text{ for any } x_0 \in E \}, \\
(10) \quad & \text{unex}'(E) = \{ T \in L(E) : (3) \text{ is uniquely solvable in } [0, a] \\
& \quad \text{ for any } (x_0, f) \in E \times C(\mathbb{R}, E) \}, \\
(11) \quad & \overline{\text{ex}}(E) = \{ T \in L(E) : (4) \text{ is solvable in } [0, a] \\
& \quad \text{ for any } x_0 \in E \text{ and any M-compact map } g : [0, a] \times E \rightarrow E \}.
\end{align*}
\]

The sets \( \text{ex}(E), \text{ex}'(E), \text{unex}(E), \text{unex}'(E) \) and \( \overline{\text{ex}}(E) \) do not depend on the choice of \( a > 0 \). Moreover, these sets do not change if one replaces \([0, a]\) in their definition by \([0, \infty)\) \((1)\). Obviously \( \overline{\text{ex}}(E) \subseteq \text{ex}'(E) \subseteq \text{ex}(E) \),

\[
(1) \text{ Indeed, if } b \in (0, \infty) \text{ and } T \in L(E) \text{ satisfies one of the conditions (7)–(11) for some } a > 0, \text{ then we can represent the interval } I = [0, b] \text{ (} I = [0, \infty) \text{ if } b = \infty \text{) as a finite (or countable if } b = \infty) \text{ union of intervals } [x_j, x_{j+1}] \text{ such that } x_j < x_{j+1} \text{ and } x_{j+1} - x_j \leq a \text{ for any } j. \text{ Then we can produce a solution of (2), (3) or (4) on } I \text{ solving the equation on } [x_j, x_{j+1}] \text{ consecutively and using the value of the solution at the right end of the previous interval as the initial data.}
\]
unex′(E) ⊆ unex(E) ⊆ ex(E) and unex′(E) ⊆ ex′(E). If E is a Banach space then L(E) = unex′(E) according to the Picard theorem. When E is a Fréchet space, this equality is in general invalid. For example, L(E) ≠ ex(E) ≠ unex(E) for E = C∞[0, 1] (see [20, 19]) and L(E) = ex(E) ≠ unex(E) for E = $\mathbb{R}^N$ (see [32, 9, 10]). Moreover, there exists $T \in \mathcal{L}(\mathbb{R}, \mathbb{R}^N)$ such that (5) has no solutions for any $x_0 \in \mathbb{R}^N \setminus \{0\}$ (see [33]). However, there exists a non-normable Fréchet space E such that $L(E) = \text{unex}(E)$ (see [18]). The following theorem is proved by Herzog and Lemmert [12].

**Theorem HL.** Let E be a Fréchet space. Then $\text{ex}(E) = \overline{\text{ex}}(E)$.

Note that the weaker equality $\text{ex}(E) = \text{ex}'(E)$ for Fréchet spaces is also proved in [29]. Let

$$\mathcal{CP} = \{E : E \text{ is a LCS and } \text{ex}(E) = \overline{\text{ex}}(E)\}.$$  

In this paper we prove a sufficient condition for a LCS E (in terms of metric compact lifting property) to be an element of $\mathcal{CP}$. Using this condition, we prove that $\mathcal{CP}$ includes three classes of LCS $\mathcal{Y}$, $\mathcal{X} \cap \mathcal{UF}$ and $\mathcal{X} \cap \bigcup_0 \mathcal{PU}_0 \mathcal{F}$ defined below and show that $\mathcal{Y}$ contains the duals of separable metrizable locally convex spaces with the pre-compact convergence topology, $\mathcal{X} \cap \mathcal{UF}$ contains the compactly regular (2) countable inductive limits of Fréchet spaces and $\mathcal{X} \cap \bigcup_0 \mathcal{PU}_0 \mathcal{F}$ which contains compactly regular LCS which are countable inductive limits of countable projective limits of countable inductive limits of separable Fréchet spaces. In particular, the spaces $\mathcal{D}(\Omega)$ of infinitely differentiable functions with compact support, $\mathcal{S}'(\mathbb{R}^n)$ of Schwartz distributions, $\mathcal{D}'(\Omega)$ of generalized functions and $\mathcal{A}(\Omega)$ of real-analytic functions belong to $\mathcal{CP}$, where $\Omega$ is an open subset of $\mathbb{R}^n$.

Let $\mathcal{S} = \mathcal{S}(\mathbb{R})$ be the space of rapidly decreasing infinitely differentiable functions on $\mathbb{R}$:

$$\mathcal{S} = \{f \in \mathcal{C}^\infty(\mathbb{R}) : \|f\|_{n,k} = \sup_{x \in \mathbb{R}} |f^{(n)}(x)||(x)^k + 1| < \infty$$

for any $n, k \in \mathbb{Z}_+$\],

endowed with the topology defined by the seminorms $\| \cdot \|_{n,k}$. Note that $\mathcal{S}$ is a nuclear Fréchet space [21]. We construct $T \in \mathcal{L}(\mathbb{R}, \mathcal{S})$ and $y_0 \in \mathcal{S}$ such that for any $(t_0, x_0) \in \mathbb{R} \times \mathcal{S}$, the problem

$$\dot{x}(t) = T_t x(t), \quad x(t_0) = x_0,$$

is uniquely solvable in any interval containing $t_0$, and the equation $\dot{x}(t) = T_t x(t) + y_0$ has no solutions in $[0, \varepsilon)$ for any $\varepsilon > 0$. This example shows that the natural analog of Theorem HL for time-dependent linear operators on Fréchet spaces is invalid.

\footnote{A LCS $E$ is said to be compactly regular if it is sequentially complete and its dual $E'$ with the convex compact convergence topology is a Schwartz space.}
We also construct a complete ultrabornological LCS which does not belong to $\mathcal{CP}$.

2. Notation and definitions. Everywhere below, $I$ is a compact interval of the real line. For a subset $A$ of a LCS $E$, $\overline{\text{co}} A$ stands for the closure of the balanced convex hull of $A$ in $E$, $\mathcal{U}(E)$ is the set of open convex and balanced neighborhoods of zero in the LCS $E$, and $\mathcal{K}(E)$ is the set of convex balanced metrizable compact subsets of $E$. A set $B \subseteq \mathcal{K}(E)$ is called a base of $\mathcal{K}(E)$ if any $Q \in \mathcal{K}(E)$ is contained in some $K \in B$. For a convex balanced set $M \subset E$, $E_M$ stands for the linear hull of $M$, endowed with the locally convex topology $\tau = \tau(M, E)$ having the set $\{U \cap M : U \in \mathcal{U}(E)\}$ as a pre-base of neighborhoods of zero. As usual, a disk is a closed bounded convex balanced subset of a LCS $E$ (see [5]). Note that for a disk $D \subset E$, the topology $\tau(D, E)$ on $E_D$ is defined by the norm $p_D$, which is the Minkowski functional of $D$, i.e., $E_D$ is a normed space. For two disks $D_1, D_2 \subset E$, we write $D_1 \ll D_2$ if $D_1$ is pre-compact in the normed space $E_{D_2}$ and there exists $\varepsilon \in (0, 1)$ such that $D_1 \subseteq \varepsilon D_2$.

Definition 1. A LCS $E$ is said to be integrally complete if any $f \in C(I, E)$ is Riemann integrable in $E$, or equivalently (see [16] for the proof), for any metrizable compact set $K \subset E$, $\overline{\text{co}} K$ is compact (and automatically metrizable [5]).

Remark 1. The last property is usually called the metric convex compactness property [5]. Evidently any sequentially complete LCS is integrally complete. Note that any LCS quasicomplete in the Mackey topology [13] is integrally complete [16].

Definition 2. We say that a map $T : E \to F$ ($E$ and $F$ are LCS) lifts metric compacts if for any $K \in \mathcal{K}(F)$ there exists $Q \in \mathcal{K}(E)$ such that $T(Q) \supseteq K$. We say that a pair $(E, F)$ of LCS has the metric compact lifting property if any surjective linear sequentially continuous operator $T : E \to F$ lifts metric compacts.

Definition 3. A subset $A$ of a topological space $X$ is said to be Baire-measurable if $A$ is a symmetric difference of an open set and a Baire first category set. A topological space is called Polish if it is separable metrizable and its topology is defined by a complete metric. A topological space is called Suslin if it is a continuous image of a Polish space. A metrizable Suslin space is called analytic.

It is well known that Baire-measurable subsets of a topological space form a $\sigma$-algebra, containing the Borel $\sigma$-algebra [24]. We need several classes of LCS. As usual $\mathcal{F}$ is the class of Fréchet spaces. By $\mathcal{X}$ we denote the class of sequentially complete LCS $E$ such that for any $Q \in \mathcal{K}(E)$ there exists
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\[ K \in \mathcal{K}(E) \text{ for which } Q \ll K. \text{ The symbol } \mathcal{V} \text{ stands for the class of integrally complete LCS } E \text{ with } \mathcal{K}(E) \text{ having a countable base. If } A \text{ is a class of LCS then by } \cup A \text{ we denote the class of LCS } E \text{ for which there exist linear subspaces } E_n \subset E \text{ and stronger locally convex topologies } \tau_n \text{ on } E_n \text{ such that }
\]

\[
(U0) \quad E = \bigcup_{n=1}^{\infty} E_n \text{ and for any } n \in \mathbb{N}, (E_n, \tau_n) \in A \text{ and } E_n \subseteq E_{n+1}.
\]

We denote by \( \mathbb{P}_A \) the class of sequentially closed subspaces of countable products of spaces from \( A \). The symbol \( \cup_0 A \) stands for the class of LCS \((E, \tau)\) such that there exist linear subspaces \( E_n \subset E \) and stronger locally convex topologies \( \tau_n \) on \( E_n \) satisfying \((U0)\) and

\[
(U1) \quad \text{for any } n \in \mathbb{N}, \text{ the space } (E_n, \tau|_{E_n}) \text{ is Suslin.}
\]

The symbols \( \cup_1 A \) and \( \cup_0 A \) stand for the classes of integrally complete spaces from \( A \) and \( \cup_0 A \) respectively.

**Definition 4.** Let \( E \) be a LCS and \( T \in \mathcal{L}(I, E) \). We denote by \( \Sigma(I, T) \) the space of solutions in \( I \) of the equation \( \dot{x}(t) = T_{\tau}x(t) \), endowed with the uniform convergence topology. We say that a linear subspace \( F \subseteq C(I, E) \) is an \( S \)-space if \( F = \Sigma(I, T) \) for some \( T \in \mathcal{L}(I, E) \).

**Definition 5.** Let \( I = [a, b], E \) be a LCS, \( f \in C(I \times E, E) \) and \( K \in \mathcal{K}(E) \). We say that equation \((1)\) is *compactly solvable over* \( K \) if there exists \( M \in \mathcal{K}(E) \) such that

\[
(14) \quad \text{for any } (t_0, x_0) \in I \times K \text{ there exists a solution } x : [t_0, b] \to M \text{ of the problem } \dot{x}(t) = f(t, x(t)), \quad x(t_0) = x_0.
\]

We say that \((1)\) is *uniformly compactly solvable* if for any \( K \in \mathcal{K}(E) \), \((1)\) is compactly solvable over \( K \). We write \( \mathcal{L}_{ucs}(I, E) \) for the set of \( T \in \mathcal{L}(I, E) \) for which the equation \( \dot{x}(t) = T_{\tau}x(t) \) is uniformly compactly solvable.

## 3. Main results

**Proposition 1.** Let \( a > 0, I = [0, a], E \) be an integrally complete LCS and \( T \in \mathcal{L}_{ucs}(I, E) \). Then for any \( M \)-compact map \( g : I \times E \to E \) and any \( x_0 \in E \), problem \((6)\) is solvable in \( I \).

**Theorem 1.** Let \( E \) be an integrally complete LCS, \( a > 0, I = [0, a] \) and \( T \in \mathcal{L}(E) \). Suppose that

\[
(15) \quad \text{the operator } \mathbb{T} : \Sigma(I, T) \to E, \quad \mathbb{T}x = x(0) \text{ lifts metric compacts.}
\]

Then \( T \in \mathcal{e}(E) \) (in particular \( T \in \mathcal{e}'(E) \)).

**Theorem 2.** Let \( E \) and \( F \) be LCS such that either \( E \in \mathcal{V} \) or \( F \in \mathcal{X} \) and \( E \in \cup_0 \mathcal{P}_{\cup_0} \mathcal{F} \cup \mathcal{U} \mathcal{F} \). Then the pair \((E, F)\) has the metric compact lifting property.
Proposition 2. Let $E$ be a LCS and $F \subset C(I, E)$ be an $S$-space. Then $E \in \mathcal{Y} \Rightarrow F \in \mathcal{Y}$, $E \in \mathcal{X} \Rightarrow F \in \mathcal{X}$, $E \in \mathbb{U}^{1}\mathcal{F} \Rightarrow F \in \mathbb{U}^{1}\mathcal{F}$ and $E \in \mathbb{U}^{1}_0\mathbb{U}^{1}_0\mathcal{F} \Rightarrow F \in \mathbb{U}^{1}_0\mathbb{U}^{1}_0\mathcal{F}$.

Theorem 2 and Proposition 2 immediately imply

Corollary 1. Let $E \in (\mathcal{X} \cap \mathbb{U}^{1}) \cup (\mathcal{X} \cap \mathbb{U}^{1}_0\mathcal{F}) \cup \mathcal{Y}$ and $F \subset C(I, E)$ be an $S$-space. Then the pair $(F, E)$ has the metric compact lifting property.

Theorem 1 and Corollary 1 imply

Corollary 2. $(\mathcal{X} \cap \mathbb{U}^{1}) \cup (\mathcal{X} \cap \mathbb{U}^{1}_0\mathcal{F}) \cup \mathcal{Y} \subset \mathcal{C}\mathcal{P}$.

The following proposition describes properties of the classes $\mathcal{Y}$ and $\mathbb{U}^{1}\mathcal{F}$ and $\mathbb{U}^{1}_0\mathbb{U}^{1}_0\mathcal{F}$. In particular, together with Corollary 1 it shows that natural LCS belong to $\mathcal{C}\mathcal{P}$.

Proposition 3.

(A) Let $E$ be a separable metrizable LCS, $E'_\tau$ be its dual endowed with the locally convex topology $\tau$ such that $\sigma \subseteq \tau \subseteq \pi$, where $\sigma = \sigma(E', E)$ is the weak topology and $\pi = \pi(E', E)$ is the pre-compact convergence topology. Then $E'_\tau \in \mathcal{Y}$.

(B) $\mathbb{U}^{1}\mathcal{F}$ contains all countable inductive limits of Fréchet spaces. All sequentially complete LFS-spaces (= inductive limits of sequences of Fréchet spaces) belong to $\mathcal{X} \cap \mathbb{U}^{1}\mathcal{F}$. In particular, DFS-spaces (= strong duals of Fréchet Schwartz spaces) belong to $\mathcal{X} \cap \mathbb{U}^{1}\mathcal{F}$.

(C) $\mathbb{U}_0\mathbb{U}_0^{1}\mathcal{F}$ contains all countable inductive limits of sequentially complete countable projective limits of integrally complete countable inductive limits of separable Fréchet spaces.

Corollary 3. $S'(\mathbb{R}^n) \in \mathcal{C}\mathcal{P}$; for any open set $\Omega \subset \mathbb{R}^n$,

$$\{\mathcal{D}(\Omega), \mathcal{D}'(\Omega), \mathcal{A}(\Omega)\} \subset \mathcal{C}\mathcal{P};$$

and for any compact set $K \subset \mathbb{C}^n$, $H(K) \in \mathcal{C}\mathcal{P}$, where $H(K)$ is the space of germs of holomorphic functions.

We construct two examples, whose properties are summarized in the following theorem.

Theorem 3.

(i) There exist an infinitely Fréchet differentiable map $T \in \mathcal{L}(\mathbb{R}, S)$ and $y_0 \in S$ such that problem (5) is uniquely solvable in any interval containing $t_0$ for any $(t_0, x_0) \in \mathbb{R} \times S$ and the equation $\dot{x}(t) = T_t x(t) + y_0$ has no solutions in $[0, \varepsilon)$ for any $\varepsilon > 0$.

(ii) There exists a complete ultrabornological LCS $E$ such that $E \notin \mathcal{C}\mathcal{P}$. 
4. Proofs

4.1. Auxiliary lemmas

Lemma 1.1. Let $(E, \tau)$ be a LCS ($\tau$ is the topology of $E$), $M \subseteq E$ be a balanced convex set, $U_\alpha \in \mathcal{U}(E)$, $\alpha \in A$ be such that $\{U_\alpha \cap (2M) : \alpha \in A\}$ is a base of neighborhoods of zero in $(2M, \tau|_{2M})$ and $\theta$ be the (non-Hausdorff in general) locally convex topology on $E$, having the set $\{U_\alpha : \alpha \in A\}$ as a base of neighborhoods of zero. Then $\theta|_M = \tau|_M$.

Proof. Obviously $\theta|_M \subseteq \tau|_M$. Let $x \in M$ and $U$ be an open neighborhood of $x$ in $(M, \tau|_M)$. Then there exists $W \in \mathcal{U}(E, \tau)$ such that $(x + W) \cap M \subseteq U$. Pick $\alpha \in A$ for which $U_\alpha \cap (2M) \subseteq W \cap (2M)$. Clearly $(x + U_\alpha) \cap M \subseteq x + (U_\alpha \cap (2M))$. Therefore,

$$(x + U_\alpha) \cap M = (x + (U_\alpha \cap (2M))) \cap M \subseteq (x + (W \cap (2M))) \cap M \subseteq (x + W) \cap M \subseteq U.$$ 

Since $(x + U_\alpha) \cap M$ is a neighborhood of $x$ in $(M, \theta|_M)$, we obtain the inclusion $\theta|_M \supseteq \tau|_M$. ■

Lemma 1.2. Let $M$ be a paracompact subset of a LCS $F$, $A$ be a convex subset of a LCS $E$ and $T : E \to F$ be a linear operator such that $T(A) \supseteq M$. Then for any $U \in \mathcal{U}(F)$ there exists a continuous map $f : M \to A$ such that $Tf(y) \in y + U$ for any $y \in M$.

Proof. Evidently, $\{(y + U) \cap M : y \in M\}$ is an open cover of $M$. Since $M$ is paracompact, there exists a locally finite positive continuous partition of unity $\{\varrho_\alpha : \alpha \in \Omega\}$ on $M$ and a map $y : \Omega \to M$ such that $\varrho_\alpha(y) = 0$ if $y \notin y(\alpha) + U$ for any $\alpha \in \Omega$ (see [14]). For any $\alpha \in \Omega$, let $x(\alpha) \in A$ be such that $Tx(\alpha) = y(\alpha)$. Consider the map

$$f : M \to E, \quad f(y) = \sum_{\alpha \in \Omega} \varrho_\alpha(y)x(\alpha).$$

Since $A$ is convex, we have $f(M) \subseteq A$. Local finiteness and continuity of $\varrho_\alpha$ imply continuity of $f$. Let $y \in M$. Since $y(\alpha) \in y + U$ when $\varrho_\alpha(y) \neq 0$, we obtain

$$Tf(y) = \sum_{\alpha \in \Omega} \varrho_\alpha(y)y(\alpha) \in \sum_{\alpha \in \Omega} \varrho_\alpha(y)(y + U) = y + U. ■$$

Lemma 1.3. Let $E$ be a LCS and $G = C(I, E)$. Then any $S$-space $F \subset G$ is closed in $G$. Moreover:

- $E$ is integrally complete $\Rightarrow G$ is integrally complete;
- $E$ is sequentially complete $\Rightarrow G$ is sequentially complete.
Proof. Let \( t_0 \in I \) and \( T \in \mathcal{L}(I, E) \) be such that \( F = \Sigma(I, T) \). Evidently,
\[
F = \{ x \in G : A_t x = 0 \text{ for any } t \in I \}, \quad \text{where}
\]
\[
A_t x = x(t) - x(t_0) - \int_{t_0}^t T_\tau x(\tau) \, d\tau.
\]
Therefore \( F \) is closed in \( G \) as the intersection of the kernels of the linear continuous operators \( A_t : G \to \overline{E} \), where \( \overline{E} \) is the completion of \( E \). If \( E \) is sequentially complete then sequential completeness of \( G \) is obvious. Let \( E \) be integrally complete. It remains to prove integral completeness of \( G \). Let \( f : [0, 1] \to G \) be a continuous map. Since \( E \) is integrally complete, for any \( s \in I \) there exists \( \varphi(s) = \int_0^1 f(t)(s) \, dt \in E \). Uniform continuity of the map \( (t, s) \mapsto f(t)(s) \) implies continuity of \( \varphi : I \to E \). Therefore there exists \( \int_0^1 f(t) \, dt = \varphi \in G \). Hence \( G \) is integrally complete.

**Lemma 1.4.** Let \( B \) be a Banach space and \( A \) be a balanced convex Baire-measurable subset of \( B \). Then either \( A \) is a Baire first category set, or for any \( \varepsilon \in (0, 1) \), the set \( (1 - \varepsilon)A \) is contained in the interior of \( A \) in \( B \).

**Proof.** Let \( U = \{ x \in B : ||x|| < 1 \} \). Suppose that \( A \) is a Baire second category set. Since \( A \) is Baire-measurable, there exist \( x_0 \in B \), \( c > 0 \) and a Baire first category set \( P \subset U \) such that \( x_0 + 3c(U \setminus P) \subseteq A \). Since \( A \) is convex and balanced, we have \( 3c(U \setminus Q) \subseteq A \), where \( Q = P \cup (-P) \). Let us show that \( cU \subseteq A \). Suppose that there exists \( x_1 \in cU \setminus A \). Then \((2x_1 + A) \cap A = \emptyset \). Therefore
\[
2x_1 + cU = (2x_1 + (cU \setminus A)) \cup ((2x_1 + cU) \setminus A) = (2x_1 + cQ) \cup 3cQ.
\]
Since \( Q \) is a Baire first category set, so is the ball \( 2x_1 + cU \), which contradicts Baire’s theorem. Thus, \( cU \subseteq A \). Let now \( \varepsilon \in (0, 1) \) and \( x \in (1 - \varepsilon)A \). Since \( A \) is convex and balanced, \( x + c\varepsilon U \subset x + \varepsilon A \subset A \). Therefore \( x \) is an interior point of \( A \).

**Lemma 1.5.** Let \( E \) be a LCS, \( X \) be a Suslin topological space, \( K \in \mathcal{K}(E) \) and \( f : X \to E \) be a sequentially continuous map. Then the set \( f(X) \cap E_K \) is a Baire-measurable subset of the Banach space \( E_K \).

**Proof.** Let \( X_n = f^{-1}(nK) \). Then \( X_n \) is a Suslin space as a sequentially closed subset of a Suslin space \( X \). So for any \( n \in \mathbb{N} \), there exists a Polish space \( Y_n \) and a continuous surjective map \( g_n : Y_n \to X_n \). Since \( Y_n \) is metrizable, the map \( f \circ g_n : Y_n \to E \) is continuous and therefore Borel-measurable. Since the Borel \( \sigma \)-algebras of subsets of \( E_K \) with respect to the induced topology and to the Banach space topology coincide (both \( \sigma \)-algebras are generated by the set \( \{ x + cK : x \in E_K, c > 0 \} \)), \( f \circ g_n \) is a Borel-measurable map from \( Y_n \) to the Banach space \( E_K \). According to Luzin’s theorem [14], the image of a Polish space under a Borel-measurable map (taking values in a
metric space) is analytic. Hence \( f(X_n) = (f \circ g_n)(Y_n) \) is analytic. Since any analytic subset of a metric space is Baire-measurable [14], we see that \( f(X_n) \) is Baire-measurable in \( E_K \). Since \( f(X) \cap E_K \) is the union of the \( f(X_n) \), we obtain Baire-measurability of \( f(X) \cap E_K \) in \( E_K \).

**Lemma 1.6.**

(i) Let \( E \) be a Fréchet space and \( Q \in K(E) \). Then there exists \( K \in K(E) \) such that \( Q \preccurlyeq K \).

(ii) Let \( E \) be a LCS, \( K_1, K_3 \in K(E) \) and \( K_1 \preccurlyeq K_3 \). Then there exists \( K_2 \in K(E) \) such that \( K_1 \preccurlyeq K_2 \preccurlyeq K_3 \).

**Proof.** (i) is proved in [21]. For a simpler proof see Lemma 3 of [28].

(ii) Assertion (i) implies the existence of \( Q \in K(E_{K_3}) \) for which \( K_1 \preccurlyeq Q \). Since \( K_1 \preccurlyeq K_3 \), there exists \( q \in (0, 1) \) such that \( K_1 \subseteq q^2K_3 \). Clearly, \( K_2 = Q \cap qK_3 \) satisfies the required conditions.

**Lemma 1.7.** Let \( E \) and \( F \) be LCS, \( T : E \rightarrow F \) be a linear operator, \( K, Q \in K(F) \), \( Q \preccurlyeq K \), and \( U, M \) be convex balanced Suslin subsets of \( E \) such that \( U \subseteq M \), \( U \) is absorbing in the linear hull of \( M \), the restriction \( T|_M \) is sequentially continuous and \( T(M) \supseteq K \). Then there exist \( \varepsilon > 0 \) and \( L \in K(E) \) such that \( L + \varepsilon U \subseteq M \), the linear hull of \( L \) is finite-dimensional and \( T(L + \varepsilon U) \supseteq Q \).

**Proof.** Let \( \varepsilon \in (0, 1) \) be such that \( Q \subseteq (1-\varepsilon)K \). Since \( U \) is Suslin and \( T|_U \) is sequentially continuous, Lemma 1.5 implies that \( T(U) \) is Baire-measurable in the Banach space \( F_K \). Since \( T(U) \) is absorbing in \( F_K \), Lemma 1.4 implies the existence of \( c > 0 \) such that \( cK \subseteq T(U) \). Since \( Q \) is compact in \( F_K \) and \( Q \subseteq (1-\varepsilon)K \), and \( T(M) \supseteq K \), there exist \( x_1, \ldots, x_n \in M \) such that

\[
Q \subseteq \bigcup_{j=1}^{n} (1-\varepsilon)Tx_j + \varepsilon T(U) \subseteq T(L + \varepsilon U),
\]

where \( L = (1-\varepsilon)\overline{\text{co}}\{x_1, \ldots, x_n\} \). Clearly \( L \) is compact and has finite-dimensional linear hull. Since \( L \subseteq (1-\varepsilon)M \) and \( U \subseteq M \), we find that \( L + \varepsilon U \subseteq M \).

**Lemma 1.8.** Let \( (E, \theta) \) be a LCS and \( M \subseteq E \) be a complete convex balanced metrizable set. Then \( (E_M, \tau(M, E)) \) is a Fréchet space (see Section 2 for definitions).

**Proof.** Clearly \( \tau = \tau(M, E) \) is stronger than \( \theta|_{E_M} \). Pick \( U_n \in \mathcal{U}(E) \) such that the set \( \{W_n = U_n \cap M : n \in \mathbb{N}\} \) is a base of \( \tau \)-neighborhoods of zero in \( M \). Since for any \( U \in \mathcal{U}(E) \), there exists \( n \in \mathbb{N} \) such that \( U \cap M \supseteq W_n \), we see that \( \{W_n : n \in \mathbb{N}\} \) is a pre-base of \( \tau \)-neighborhoods of zero in \( E_M \). Therefore \( (E_M, \tau) \) is metrizable. It remains to prove completeness of \( (E_M, \tau) \). Let \( x_n \) be a \( \tau \)-Cauchy sequence in \( E_M \). Since \( M \) is a \( \tau \)-neighborhood of zero,
there exists \( c > 0 \) such that \( x_n \in c\mathcal{M} \) for any \( n \in \mathbb{N} \). Since \( x_n \) is a \( \theta \)-Cauchy sequence and \( c\mathcal{M} \) is complete in \( (E, \theta) \), we find that \( x_n \) is \( \theta \)-convergent to \( x \in c\mathcal{M} \). We have to show that \( x_n \) is \( \tau \)-convergent to \( x \). According to the definition of \( \tau \), to this end it suffices to verify that \( p_M(x_n - x) \to 0 \), where \( p_M \) is the Minkowski functional of \( M \). Suppose the contrary. Then there exists \( \varepsilon > 0 \) and an infinite set \( A \subset \mathbb{N} \) such that \( x_n - x \notin \varepsilon \mathcal{M} \) for all \( n \in A \). Since \( x_n \) is a \( \tau \)-Cauchy sequence, there exists an infinite set \( B \subset A \) such that \( x_n - x_m \in \varepsilon \mathcal{M} \) for all \( m, n \in B \). Fixing \( n \in B \), passing to the limit as \( m \to \infty \) and using \( \theta \)-completeness of \( M \), we deduce that \( x_n - x \in \varepsilon \mathcal{M} \), which is a contradiction.

4.2. Proofs of Proposition 1 and Theorem 1

**Definition 6.** Let \( E \) be a LCS, \( I = [a, b] \), \( J = \{(t, s) \in I^2 : t \geq s\} \), \( J_b = J \setminus \{(b, b)\} \), \( f \in C(I \times E, E) \), \( A, B \subseteq E \) and \( U \in \mathcal{U}(E) \). A map \( S : J \times A \to B, (t, s, x) \mapsto S^s_t x \), is called a continuous approximate system of solutions (\( \text{CASS}(A, B, U) \)) of (1) if

(A1) \( S \) is continuous on \( J \times A \) and differentiable with respect to \( t \) on \( J_b \times A \);
(A2) the derivative \( \frac{\partial}{\partial t} S^s_t x \) admits a continuous extension to \( J \times A \);
(A3) \( \frac{\partial}{\partial t} S^s_t x - f(t, S^s_t x) \in U \) for any \( (t, s, x) \in J_b \times A \);
(A4) \( S^s_t x - x \in U \) for any \( (t, x) \in I \times A \).

**Definition 7.** Let \( E \) be a LCS, \( f \in C(I \times E, E) \) and \( K \in \mathcal{K}(E) \). Equation (1) is called ACC-solvable over \( K \) if there exists \( Q \in \mathcal{K}(E) \) such that for any \( U \in \mathcal{U}(E) \) there exists a CASS \( (K, Q, U) \) of (1). Equation (1) is called uniformly ACC-solvable if for any \( K \in \mathcal{K}(E) \), this equation is ACC-solvable over \( K \).

**Lemma 2.1.** Let \( E \) be an integrally complete LCS, \( a > 0 \), \( I = [0, a] \), \( T \in \mathcal{L}(I, E) \), \( g \in C(I \times E, E) \), \( x_0 \in E \) and \( K \in \mathcal{K}(E) \) be such that \( x_0 \in K \), \( g(t, x) \in K \), \( T(t)g(t, x) \in K \) for any \( (t, x) \in I \times E \) and the equation \( \dot{x}(t) = T(t)x(t) \) is ACC-solvable over \( K \). Then (6) is solvable in \( I \).

**Proof.** Without loss of generality, we can assume that \( a \leq 1 \). According to Definition 7 there exists \( Q \in \mathcal{K}(E) \) such that \( K \subseteq Q \) and for any \( U \in \mathcal{U}(E) \) there exists a CASS \( (K, Q, U) \) of the equation \( \dot{x}(t) = T(t)x(t) \). Using integral completeness of \( E \), we can choose \( N \in \mathcal{K}(E) \) such that \( Q \subseteq N \) and \( T(t)x \in N \) for any \( (t, x) \in I \times Q \). Lemma 1.1 implies existence of \( U_n \in \mathcal{U}(E) \) such that \( 2U_{n+1} \subseteq U_n \) for all \( n \in \mathbb{N} \) and \( \theta|_N = \tau|_N \), where \( \theta \) is the locally convex topology having the set \( \{U_n : n \in \mathbb{N}\} \) as a base of neighborhoods of zero. We denote by \( ^nS \) a CASS \( (K, Q, U_n) \) of the equation \( \dot{x}(t) = T(t)x(t) \). Let

\[
M = \{x \in C(I, E) : x(t) \in 3Q \text{ and } x(t) - x(s) \in 4|t - s|Q \text{ for any } t, s \in I\}.
\]
According to the Arzelà–Ascoli theorem we have \( M \in \mathcal{K}(C(I, E)) \). Let \( \phi_n : C(I, E) \to C(I, E) \) be defined by the formula

\[
\phi_n(x)(t) = \int_0^t g(\tau, x(\tau)) \, d\tau + \int_0^t \int_0^\tau g(s, x(s)) \, ds \, d\tau + nS_0^t x_0.
\]

(17)

Clearly \( \phi_n \) is well defined and continuous. Moreover, for any \( x \in C(I, E) \),

\[
\phi_n(x)(t) \in K + Q + Q \subseteq 3Q.
\]

(18)

Differentiating (17), we see that \( \phi_n(x) \in C^1(I, E) \) for any \( x \in C(I, E) \) and

\[
\frac{d}{dt} \phi_n(x)(t) = g(t, x(t)) + nS_0^t T_t \int_0^t g(s, x(s)) \, ds
\]

\[
+ \int_0^t \int_0^\tau g(s, x(s)) \, ds \, d\tau + \frac{\partial}{\partial t} nS_0^t x_0.
\]

(19)

Using (A1), (A2), (19) and the definition of \( Q \), we have

\[
\frac{d}{dt} \phi_n(x)(t) \in K + Q + Q \subseteq 4Q.
\]

(20)

Formulas (16), (18) and (20) imply that \( \phi_n(M) \subseteq M \). According to the Tikhonov fixed point theorem (see, e.g., [25]) for any \( n \in \mathbb{N} \) there exists a solution \( x_n \in M \) of the equation \( \phi_n(x) = x \). Since \( M \) is compact and metrizable, the sequence \( x_n \) has a subsequence \( x_{n_k} \) uniformly converging to \( x \in M \). It remains to show that \( x \) is a solution of (6).

From (A4) and (17) it follows that \( x_n(0) = \phi_n(x_n)(0) = nS_0^0 x_0 \in x_0 + U_n \).

Therefore \( x_n(0) \to x_0 \) with respect to \( \theta \). Since \( \theta \) induces the initial topology on \( 3Q \) and \( x_n(0) \to x_0 \), we find that \( x_n(0) \to x_0 \). Hence \( x(0) = x_0 \). Applying (19) to \( x_n \) and using (A3) and (A4), we see that

\[
\dot{x}_n(t) = g(t, x_n(t)) + T_t \int_0^t g(s, x_n(s)) \, ds
\]

\[
+ T_t \int_0^\tau g(s, x_n(s)) \, ds \, d\tau + T_t nS_0^t x_0 + 3U_n.
\]

\[
= g(t, x_n(t)) + T_t \phi_n(x_n)(t) + 3U_n = g(t, x_n(t)) + T_t x_n(t) + 3U_n.
\]

According to (18) and (20), \( \dot{x}_n(t) = \frac{d}{dt} \phi_n(x_n)(t) \in 4Q, (g(t, x_n(t)) \in K \)

and \( T_t x_n(t) = T_t \phi_n(x_n)(t) \in 3N \). Therefore \( \dot{x}_n(t) - g(t, x_n(t)) - T_t x_n(t) \in 8N \cap 3U_n \). Since \( \theta \) induces the initial topology on \( 8N \), it follows that \( \dot{x}_{n_k}(t) \)

uniformly converges to \( T_t x(t) + g(t, x(t)) \). Hence, \( x \in C^1(I, E) \) and \( \dot{x}(t) = T_t x(t) + g(t, x(t)) \).

\[ \blacksquare \]

**Corollary 2.1.** Let \( E \) be an integrally complete LCS, \( a > 0, I = [0, a] \)

and \( T \in L(I, E) \) be such that the equation \( \dot{x}(t) = T_t x(t) \) is uniformly ACC-
solvable. Then for any M-compact map $g : I \times E \to E$ and any $x_0 \in E$ the problem (6) is solvable in $I$.

**Lemma 2.2.** Let $E$ be an integrally complete LCS, $a > 0$, $I = [0, a]$, $K \in \mathcal{K}(E)$ and $T \in \mathcal{L}(I, E)$ be such that the equation $\dot{x}(t) = T_i x(t)$ is compactly solvable over $K$. Then $\dot{x}(t) = T_i x(t)$ is ACC-solvable over $K$.

**Proof.** According to compact solvability of the equation $\dot{x}(t) = T_i x(t)$ over $K$, there exists $M \in \mathcal{K}(E)$ such that (14) is satisfied. Since $E$ is integrally complete, there exists $Q \in \mathcal{K}(E)$ for which $M \subseteq Q$ and $\{T_i x : (t, x) \in I \times M\} \subseteq Q$. Let $U \in \mathcal{U}(E)$ and let $n \in \mathbb{N}$ be such that $\frac{4n}{a} Q \subseteq U$. Define $h = a/n$ and let $j \in \{0, 1, \ldots, n - 1\}$, $F_j = \Sigma([jh, a], T)$. Consider the operator $T_j : F_j \to E$, $T_j x = x(jh)$. Formula (14) implies that $T_j(M_j) \supseteq K$, where $M_j = \{x \in F_j : x([jh, a]) \subseteq M\}$. According to Lemma 1.2 there exist continuous maps $f_j : K \to M_j$ for which $T_j f(x) - x \in U/2$ for any $x \in K$. Let $J = \{(t, s) \in I^2 : t \geq s\}$ and $S : J \times K \to M$ be the map defined by

$$S^s_t x = \begin{cases} f_0(x)(t) & \text{if } 0 \leq s \leq h, \\ q f_{j-2}(x)(t) + (1 - q) f_{j-1}(x)(t) & \text{if } s = (j - q)h, 0 \leq q < 1, 2 \leq j \leq n. \end{cases}$$

It suffices to verify that $S$ is a CASS($K, Q, U$) of the equation $\dot{x}(t) = T_i x(t)$. Continuity of $S$ follows from continuity of $f_j$. Since for any $s$ and $x$, the map $t \mapsto S^s_t x$ is a solution of the equation $\dot{x}(t) = T_i x(t)$, we see that conditions (A1)-(A3) with $A = K$ and $B = Q$ are satisfied. It remains to verify (A4). Let $t \in I$ and $x \in K$. If $t > h$, we have $t = (j - q)h$ with $0 \leq q < 1$ and $2 \leq j \leq n$. Therefore $S^s_t x - x = q f_{j-2}(x)(t) - x + (1 - q)(f_{j-1}(x)(t) - x)$. Since $\frac{d}{dt} f_k(x)(t) \in Q$ for any $(x, t) \in K \times [kh, a]$, we find that $f_k(t) - f_k(kh) \in |t - kh|Q$. The inclusion $f_k(kh) - x \in U/2$ implies $S^s_t x - x \in U/2 + [q(t - (j - 2)h) + (1 - q)(t - (j - 1)h)]Q \subseteq U/2 + 2hQ \subseteq U$. If $t \leq h$, then $S^s_t x - x = f_0(x)(t) - x = (f_0(x)(t) - f_0(x)(0)) + (f_0(x)(0) - x) \in hQ + U/2 \subseteq U$. Thus, in any case $S^s_t x - x \in U$, which is (A4).

**Lemma 2.3.** Let $E$ be an integrally complete LCS, $a > 0$, $I = [0, a]$, $K \in \mathcal{K}(E)$, $T \in \mathcal{L}(E)$, $F = \Sigma(I, T)$ and $\mathcal{T} : F \to E$, $\mathcal{T} x = x(0)$. Suppose also that there exists $Q \in \mathcal{K}(F)$ such that $\mathcal{T}(Q) \supseteq K$. Then the equation $\dot{x}(t) = \mathcal{T} x(t)$ is ACC-solvable over $K$.

**Proof.** Let $U \in \mathcal{U}(E)$ and $M = \overline{\mathcal{L}(E)}(\{x(t) : (t, x) \in I \times Q\} \cup \{\mathcal{T} x(t) : (t, x) \in I \times Q\})$. Since $E$ is integrally complete we have $M \in \mathcal{K}(E)$. According to Lemma 1.2 there exists a continuous map $f : K \to M$ such that $\mathcal{T} f(x) - x \in U$ for any $x \in K$. Let $S : J \times K \to M$, $S^s_t x = f(x)(t - s)$, where $J = \{(t, s) \in I^2 : t \geq s\}$. It remains to prove that $S$ is a CASS($K, M, U$) of the equation $\dot{x}(t) = T_i x(t)$. Continuity of $S$ follows from continuity of $f$. 


Since \( f \) takes values in the space of solutions of the equation \( \dot{x} = Tx \), we have \( \frac{\partial}{\partial s} S^s_t x = T f(x)(t-s) \in M \). This proves (A1)–(A3). Let \((t, x) \in I \times K \). Then \( S^s_t x = f(x)(0) = Tf(x) \in x + U \), which is (A4). 

**Corollary 2.2.** Let \( E \) be an integrally complete LCS, \( a > 0 \), \( I = [0, a] \), \( K \in \mathcal{K}(E) \) and \( T \in \text{ex}(E) \) be an operator satisfying (15). Then the equation \( \dot{x}(t) = Tx(t) \) is uniformly ACC-solvable in \( I \).

Corollary 2.1 and Lemma 2.2 imply Proposition 1. Theorem 1 follows from Corollaries 2.1 and 2.2.

**4.3. Proof of Theorem 2**

**Lemma 3.1.** Let \( \mathcal{G} \) be the class of LCS \( E \) such that for any LCS \( F \), any \( Q, K \in \mathcal{K}(F) \) and any sequentially continuous linear operator \( T : E \to F \) such that \( Q \ll K \) and \( T(E) \supseteq K \) there exists \( N \in \mathcal{K}(E) \) for which \( T(N) \supseteq Q \). Then \( \mathbb{U}_0 \mathcal{G} \subseteq \mathcal{G} \).

**Proof.** Let \((E, \tau) \in \mathbb{U}_0 \mathcal{G}, (E_n, \tau_n)\) be spaces satisfying (U0) and (U1), \( F \) be a LCS, \( Q, K \in \mathcal{K}(F) \), \( Q \ll K \) and \( T : E \to F \) be a sequentially continuous linear operator such that \( T(E) \supseteq K \). We have to verify the existence of \( N \in \mathcal{K}(E) \) for which \( T(N) \supseteq Q \). Since \((E_n, \tau|_{E_n})\) is Suslin, Lemma 1.5 implies that \( A_n = T(E_n) \cap F_K \) is a Baire-measurable subset of the Banach space \( F_K \). According to Lemma 1.4, there exists \( n \in \mathbb{N} \) for which \( K \subset F_K \subset T(E_n) \). Since \( E_n \in \mathcal{G} \), there exists \( N \in \mathcal{K}(E_n) \) such that \( T(N) \supseteq Q \). Since the topology \( \tau_n \) of \( E_n \) is stronger than \( \tau|_{E_n} \), we conclude that \( N \in \mathcal{K}(E) \). 

**Lemma 3.2.** Let \( \mathcal{G} \) be the class of LCS defined in Lemma 3.1. Then \( \mathbb{P}\mathbb{U}_0 \mathcal{F} \subset \mathcal{G} \).

**Proof.** Let \( E \in \mathbb{P}\mathbb{U}_0 \mathcal{F}, F \) be a LCS, \( Q, K \in \mathcal{K}(F) \) be such that \( Q \ll K \), and let \( T : E \to F \) be a sequentially continuous linear operator such that \( T(E) \supseteq K \). We have to prove the existence of \( N \in \mathcal{K}(E) \) for which \( T(N) \supseteq Q \). According to Lemma 1.6 there exist \( K_j \in \mathcal{K}(E) \) such that \( K_0 = K \) and \( Q \ll K_{n+1} \ll K_n \) for any \( n \in \mathbb{Z}_+ \). Since \( E \in \mathbb{P}\mathbb{U}_0 \mathcal{F} \) we find that \( E \) is a sequentially closed linear subspace of the product of \( E_n \in \mathbb{U}_0 \mathcal{F} \). For any \( n \in \mathbb{N} \), let \((E^n_k, \tau^n_k)\) be spaces satisfying conditions (U0) and (U1) as subspaces of \( E_n \). Define

\[
G = \prod_{k=1}^{\infty} E_k, \quad G_n = \prod_{k=1}^{n} E_k
\]

and let

\[
\pi_n : G \to E_n \quad \text{and} \quad \Pi_n : G \to G_n
\]

be the natural projections. For any \( n, k \in \mathbb{N} \), pick a base of neighborhoods of zero \( \{U^{n,k}_j : j \in \mathbb{N} \} \) in \((E^n_k, \tau^n_k)\) consisting of closed balanced convex sets and
such that $2U_{j+1}^{n,k} \subseteq U_j^{n,k}$ for all $j, n, k$. Let $M_0 = V_0 = E$. We shall construct inductively $k_n \in \mathbb{N}$ and subsets $M_n, V_n$ of $E$ such that for any $n \in \mathbb{N}$,

(L1) $M_n = \{x \in E : \Pi_n x \in A_n\}$ and $V_n = \{x \in E : \Pi_n x \in B_n\}$, where $A_n, B_n$ are closed subsets of $P_n = \prod_{j=1}^n E_{kj}$ (any $E_{kj}$ is endowed with the topology $\tau_{kj}^j$) and $B_n \subset (\prod_{j=1}^n U_n^{j,kj}) \cap A_n$;

(L2) $M_n + V_n \subseteq M_{n-1}$, $V_n \subseteq V_{n-1}$ and $T(M_n) \supseteq K_{2n} \supset Q$;

(L3) there exists $N_n \in \mathcal{K}(E)$ with finite-dimensional linear hull such that $M_n = N_n + V_n$.

Let $n \in \mathbb{N}$. Suppose that $k_j, M_j$ and $V_j$ satisfying (L1)–(L3) for $j < n$ (and, of course, the corresponding $A_j, B_j$ and $P_j$) are already constructed. Let

$$ W_k = \begin{cases} \{x \in E : \Pi_{n-1} x \in A_{n-1}, \pi_n x \in E_k \} & \text{if } k > 1 \\ \{x \in E : \pi_1 x \in E_k^1 \} & \text{if } k = 1. \end{cases} $$

Since the class of Suslin spaces is closed with respect to countable unions, countable products and sequentially closed subspaces, we deduce (according to (U1) for $E_k^j$) that $W_k$ is Suslin. Clearly, $M_{n-1}$ is the union of the $W_k$. Therefore, according to Lemma 1.5, $T(W_k) \cap F_{K2n-2}$ is an increasing sequence of Baire-measurable convex balanced subsets of the Banach space $F_{K2n-2}$, whose union contains $K_{2n-2}$.

Lemma 1.4 implies that the open unit ball $D = (0,1) \cdot K_{2n-2}$ of $F_{K2n-2}$ is contained in the union of the interiors of $T(W_k) \cap F_{K2n-2}$ in $F_{K2n-2}$. Since $K_{2n-1}$ is a compact subset of the ball $D$, there exists $k_n \in \mathbb{N}$ such that $K_{2n-1} \subset T(W_{k_n})$. Let

$$ B_n' = \left( \prod_{j=1}^n U_n^{j,kj} \right) \cap (B_{n-1} \times E_{k_n}^n), \quad V_n' = \{x \in E : \Pi_n x \in B_n'\}. $$

Applying Lemma 1.7 to $M = W_{k_n}$, $U = V_n'$, $Q = K_{2n}$ and $K = K_{2n-1}$, we see that there exist $N_n \in \mathcal{K}(E)$ and $\varepsilon \in (0,1)$ such that $N_n$ has finite-dimensional linear hull, $N_n + \varepsilon V_n' \subset W_{k_n}$ and $T(N_n + \varepsilon V_n') \supset K_{2n}$. Let now

$$ B_n = \varepsilon B_n', \quad V_n = \varepsilon V_n' = \{x \in E : \Pi_n x \in B_n\}, $$

$$ A_n = B_n + \varepsilon \Pi_n(N_n), \quad M_n = N_n + \varepsilon V_n' = \{x \in E : \Pi_n x \in A_n\}. $$

Conditions (L1)–(L3) for $k_n, N_n, V_n$ and $M_n$ follow from the construction. Let

$$ N = \bigcap_{n=1}^{\infty} M_n, \quad P = \prod_{n=1}^{\infty} E_{k_n}^n, $$

where $P$ is endowed with the topology of the product of $(E_{k_n}^n, \tau_{k_n}^n)$. Clearly $N \subset P \cap E$ and $N$ is convex and balanced. It suffices to prove that $N \in \mathcal{K}(E)$ and $T(N) \supset Q$. 
The inclusion $N \in \mathcal{K}(E)$ will be proved if we show that $N$ is a compact subset of the Polish space $P$ (the topology of $P \cap E$ induced from $P$ is stronger than the topology induced from $E$). According to (L3), for any $n \in \mathbb{N}$, $N$ is contained in the union of a finite number of shifts of $2V_n$. Therefore, (L1) implies pre-compactness of $N$ in $P$. Since $P$ is a Polish space it remains to show that $N$ is sequentially closed in $P$. Let $x_k \in N$ be a sequence converging to $x \in P$. Since $E \cap P$ is sequentially closed in $P$, we see that $x \in E$. Let $n \in \mathbb{N}$. Since $A_n$ is closed in $P_n$, we find that $\Pi_n(x) = \lim \Pi_n(x_k) \in A_n$ and therefore $x \in M_n$. Hence, $x \in N$. Thus, $N \in \mathcal{K}(E)$.

Let $u \in Q$. According to (L2), for any $n \in \mathbb{N}$, there exists $y_n \in M_n$ such that $T_y n = u$. Since $y_m \in M_n$ for any $m \geq n$, from (L3) it follows that for any $m \geq n$, there exist $x^n_m \in N_n$ and $u^n_m \in V_n$ such that $x^n_m + u^n_m = y_m$. Using standard diagonal procedure, we can choose a strictly increasing sequence $m_j \in \mathbb{N}$ such that $x^n_{m_j}$ is converging to $x^n \in N_n$ for any $n \in \mathbb{N}$. Since $y_{m_j} = x^n_{m_j} + u^n_{m_j} \in x^n + 2V_n$ for sufficiently large $j$’s, from (L1) it follows that for any $n \in \mathbb{N}$, $\Pi_n y_{m_j}$ is a Cauchy sequence in $P_n$ and therefore $\Pi_n y_{m_j}$ converges to $z_n \in A_n$ with respect to the topology of $P_n$. Since $\tau^N_k$ is stronger than the topology induced from $E_n$, we see from (L1) that for any $U \in \mathcal{U}(E)$, there exists $n \in \mathbb{N}$ such that $V_n \subseteq U$. Therefore $y_{m_j}$ is a Cauchy sequence in $E$. Since $E$ is sequentially complete, $y_{m_j} \rightarrow y \in E$. Hence $\Pi_n y = z_n \in A_n$ for any $n \in \mathbb{N}$. Therefore $y \in N$ and $T y = \lim T y_{m_j} = u$. Thus, $T(N) \supseteq Q$.

Now we can prove Theorem 2. Let $E$ and $F$ be LCS such that either $E \in \mathcal{Y}$, or $F \in \mathcal{X}$ and $E \in \mathcal{U}F \cup \bigcup_0 \mathcal{U}0 \mathcal{F}$, and let $T : E \rightarrow F$ be a surjective sequentially continuous linear operator and $Q \in \mathcal{K}(F)$. We have to verify that there exists $K \in \mathcal{K}(E)$ such that $T(K) \supseteq Q$.

**Case 1:** $E \in \mathcal{Y}$. Let $\{K_n : n \in \mathbb{N}\}$ be a base of $\mathcal{K}(E)$. Then $Q$ is the union of the sets $T(K_n) \cap Q$. Since they are closed in $Q$, Baire’s theorem implies that $T(K_n) \cap Q$ has non-empty interior in the balanced convex set $Q$ for some $n \in \mathbb{N}$. For this $n$ we see that $T(K_n) \cap Q$ absorbs $Q$. Hence, there exists $c > 0$ such that $T(K) \supseteq Q$, where $K = cK_n \in \mathcal{K}(E)$.

**Case 2:** $E \in \mathcal{U}F$ and $F \in \mathcal{X}$. Let $(E_n, \tau_n) \in \mathcal{F}$ be spaces satisfying (U0). Since $F \in \mathcal{X}$, there exists $N \in \mathcal{K}(F)$ such that $Q \ll N$. Clearly $A_n = T^{-1}(N) \cap E_n$ is a convex balanced and closed subset of the Fréchet space $(E_n, \tau_n)$. Let $G_n = (E_n)_{A_n}$ and $G = F_N$. According to Lemma 1.8, each $G_n$ is a Fréchet space and $G$ is a Banach space. The closed graph theorem [13] implies that the restrictions $T|_{G_n} : G_n \rightarrow G$ are continuous linear operators. Since $G$ is the union of the $L_n = T(G_n)$, there exists $n \in \mathbb{N}$ for which $L_n$ is a Baire second category set in the Banach space $G$, and in particular, $L_n$ is dense in $G$. Since $T_n = T|_{G_n} : G_n \rightarrow L_n$ is a linear continuous surjective operator from the Fréchet space $G_n$ to the Baire metrizable LCS $L_n$, the
open mapping theorem [5] implies that the operator $T_n$ is open. Therefore $L_n$ is isomorphic to the Fréchet space $G_n/\ker T_n$. Hence, $L_n$ is complete and therefore closed in $G$. Since $L_n$ is dense in $G$, we find that $L_n = G$. Therefore $T_n : G_n \to G$ is a surjective continuous linear operator from the Fréchet space $G_n$ to the Banach space $G$. Michael’s selection theorem [22, 3] implies the existence of a continuous right inverse map $f : G \to G_n$ of $T_n$. Let $K = \overline{\text{aco}} f(Q)$ (we take the closure with respect to the topology of the Fréchet space $G_n$). Compactness of $Q$ in $G$ implies that $K \in K(G_n)$. Clearly $T(K) = Q$. Since the topology of $G$ is stronger than the topology induced from $E$, we conclude that $K \in K(E)$.

CASE 3: $E \in \mathbb{U}_0\mathbb{P}_0\mathbb{F}$ and $F \in \mathcal{X}$. Let $\mathcal{G}$ be the class of LCS defined in Lemma 3.1. It suffices to prove that $E \in \mathcal{G}$. According to Lemma 3.1, to this end it is enough to verify the inclusion $\mathbb{P}_0\mathbb{F} \subseteq \mathcal{G}$, which follows from Lemma 3.2.

4.4. Proof of Proposition 2

Lemma 4.1. Let $\mathcal{A}$ be a class of LCS such that any sequentially closed subspace of any element of $\mathcal{A}$ belongs to $\mathcal{A}$ and $G \in \mathcal{A} \Rightarrow C(I,G) \in \mathcal{A}$. Let also $(E, \tau)$ be a LCS and $F$ be a sequentially closed linear subspace of $C(I,E)$ (endowed with the uniform convergence topology). Then $E \in \mathbb{U}_0\mathbb{A} \Rightarrow F \in \mathbb{U}_0\mathbb{A}$ and $E \in \mathbb{P}\mathcal{A} \Rightarrow F \in \mathbb{P}\mathcal{A}$.

Proof. Let $E \in \mathbb{U}_0\mathbb{A}$, $(E_n, \tau_n)$ be spaces satisfying (U0) and (U1) and $F_n = \{ f \in F : f(t) \in E_n \text{ for any } t \in I \}$ be endowed with the uniform convergence topology $\theta_n$ in $(E_n, \tau_n)$. Then $(F_n, \theta_n) \in \mathcal{A}$, $F_n \subseteq F_{n+1}$ and $F_n$ with the topology induced from $C(I,E)$ is Suslin. According to Lemma 1.3, $F$ is integrally complete as a closed subspace of the integrally complete LCS $C(I,E)$. The inclusion $F \in \mathbb{U}_0\mathbb{A}$ will be proved if we verify that the union of the $F_n$ coincides with $F$. Let $f \in F$ and $K = \overline{\text{aco}} (f(I))$. Integral completeness of $E$ implies that $K \in K(E)$. According to Lemma 1.5, each $G_n = E_n \cap E_K$ is a Baire-measurable subset of the Banach space $E_K$. Lemma 1.4 and Baire’s theorem imply the existence of $n \in \mathbb{N}$ for which $G_n = E_K$ and therefore $f(I) \subseteq K \subseteq E_n$. Thus, $f \in F_n$ and $F$ is the union of the $F_n$. If $E \in \mathbb{P}\mathcal{A}$ then $E$ is a sequentially closed subspace of the product of the $E_n \in \mathcal{A}$. According to Lemma 1.3, $F$ is a closed subspace of $C(I,E)$, which is a sequentially closed subspace of the product of the $C(I,E_n) \in \mathcal{A}$. Therefore $F \in \mathbb{P}\mathcal{A}$. ■

Now we can prove Proposition 2. Let $E \in \mathcal{Y}$, $\{K_n : n \in \mathbb{N}\}$ be a base of $K(E)$ and $M_n = \{ x \in F : x(t) \in K_n \text{ } \forall t \in I \}$. According to Lemma 1.3, $F$ is integrally complete. Since $E$ is integrally complete, for any $n \in \mathbb{N}$, there exists $m \in \mathbb{N}$ such that $\{ T_t x : t \in I, x \in K_n \} \subseteq K_m$. Hence, $\{ \dot{x}(t) : t \in I, x \in M_n \} \subseteq K_m$. The Arzelà-Ascoli theorem implies that $M_n \in K(F)$. Suppose now that $M \in K(F)$. Since $E$ is integrally complete, there exists $n \in \mathbb{N}$
such that $\{x(t) : x \in M, t \in I\} \subseteq K_n$. Hence, $M \subseteq M_n$. Thus, $\{M_n : n \in \mathbb{N}\}$ is a base of $\mathcal{K}(F)$ and therefore $F \in \mathcal{V}$.

Let $E \in \mathcal{X}$, $M \in \mathcal{K}(F)$ and $T \in \mathcal{L}(I, E)$ be such that $F = \Sigma(I, T)$. According to Lemma 1.3, $F$ is sequentially complete. Since $E$ is integrally complete, $Q = \overline{\text{aco}}\{x(t) : (t, x) \in I \times M\} \in \mathcal{K}(E)$, and since $E \in \mathcal{X}$, there exists $K \in \mathcal{K}(E)$ such that $Q \ll K$. Let $N = \{x \in F : x(t) \in K \forall t \in I\}$. Since the set $\{\dot{x}(t) = T_t x(t) : x \in N, t \in I\}$ is compact, the Arzelà-Ascoli theorem implies compactness of $N$. Thus, $N \in \mathcal{K}(E)$. Let us verify that $M \ll N$. To this end we have to show that the topology on $M$ defined by the norm $p_N$ coincides with the uniform convergence topology. Let $x_n \in M$ be a sequence uniformly converging to zero. It suffices to prove that $p_N(x_n) \to 0$. Suppose that $p_N(x_n) \not\to 0$. According to the definition of $N$, there exists a sequence $t_n \in I$ such that $p_K(x_n(t_n)) \not\to 0$. Since $x_n(t_n) \in Q$ and $Q \ll K$, we have $x_n(t_n) \not\to 0$ in $E$, which contradicts the uniform convergence of $x_n$ to 0. Hence, $M \ll N$ and therefore $F \in \mathcal{X}$.

Let $E \in \mathbb{U}^1 \mathcal{F}$, let $(E_n, \tau_n)$ be spaces satisfying (U0) and let $F_n = \{f \in F : f(t) \in E_n \text{ for any } t \in I\}$ be endowed with the uniform convergence topology $\theta_n$ in $(E_n, \tau_n)$. Then $(F_n, \theta_n) \in \mathcal{F}$ and $F_n \subset F_{n+1}$. According to Lemma 1.3, $F$ is integrally complete as a closed subspace of the integrally complete LCS $C(I, E)$. The inclusion $F \subseteq \mathbb{U}^1 \mathcal{A}$ will be proved if we verify that the union of the $F_n$ coincides with $F$. Let $f \in F$ and $K = \overline{\text{aco}}(f(I))$. Integral completeness of $E$ implies that $K \in \mathcal{K}(E)$. Since $\tau_n$ is stronger than $\tau |_{E_n}$, we have $K \in \mathcal{K}(E_n) \subset \mathcal{M}(E_n)$. According to Lemma 1.8, $G_n = (E_n)_K$ is a Fréchet space (with the topology $\eta_n$ having the set $\{U \cap K : U \in \mathcal{U}(E_n, \tau_n)\}$ as a pre-base of neighborhoods of zero). Pick $n \in \mathbb{N}$ for which $G_n = E_K \cap E_n$ is a Baire second category subset of the Banach space $E_K$. For this $n$, the identity operator $J$ from $(G_n, \eta_n)$ to $(G_n, p_K)$ is a surjective continuous linear operator from a Fréchet space to a Baire normed LCS. The open mapping theorem [5] implies that $J$ is open and therefore $J$ is an isomorphism. Hence, $(G_n, p_K)$ is complete and therefore $G_n$ is closed in the Banach space $E_K$. On the other hand, $G_n$ is dense in $E_K$ and therefore $G_n = E_K$. Hence, $f(I) \subset K \subset E_n$. Thus, $f \in F_n$ and $F$ is the union of the $F_n$.

Let $E \in \mathbb{U}^1 \mathcal{F} \cup \mathbb{U}^1 \mathcal{F}$. Clearly $\mathbb{U}^1 \mathcal{F}$ is closed under taking sequentially closed linear subspaces. Lemma 4.1 applied to $\mathcal{A} = \mathcal{F}$ shows that $G \in \mathbb{U}^1 \mathcal{F} \Rightarrow C(I, G) \in \mathbb{U}^1 \mathcal{F}$. Lemma 4.1 applied to $\mathcal{A} = \mathbb{U}^1 \mathcal{F}$ implies that $G \in \mathbb{P} \mathbb{U}^1 \mathcal{F} \Rightarrow C(I, G) \in \mathbb{P} \mathbb{U}^1 \mathcal{F}$. Since $\mathbb{P} \mathbb{U}^1 \mathcal{F}$ is closed under taking sequentially closed linear subspaces, applying Lemma 4.1 to $\mathcal{A} = \mathbb{P} \mathbb{U}^1 \mathcal{F}$, we obtain $F \in \mathbb{U}^1 \mathbb{P} \mathbb{U}^1 \mathcal{F}$.

4.5. Proof of Proposition 3. Statement (A) follows directly from the Banach–Dieudonné theorem [13, 21]. For (B), clearly $\mathbb{U} \mathcal{F}$ contains countable inductive limits of Fréchet spaces. Let $E$ be a sequentially complete LFS-space and $K \in \mathcal{K}(E)$. Then $K \in \mathcal{K}(E_n)$ for some step space $E_n$ and according
to Lemma 1.6 there exists $Q \in \mathcal{K}(E_n) \subset \mathcal{K}(E)$ such that $K \ll Q$. Hence $E \in \mathcal{X}$. Part (C) follows from the definition of the class $\mathbb{U}_0\mathbb{U}_0^1\mathcal{F}$.

4.6. Proof of Corollary 3. Since $\mathcal{D} = \mathcal{D}(\Omega)$ is a strict inductive limit of separable Fréchet spaces and $H(K), S'(\mathbb{R}^n)$ are strong duals of Fréchet–Schwartz spaces [13], Proposition 3 implies that $\mathcal{D}(\Omega), S'(\mathbb{R}^n), H(K) \in \mathcal{X} \cap \mathbb{U}_0^1\mathcal{F} \subset \mathcal{X} \cap \mathbb{U}\mathcal{F}$. According to Corollary 2, $\mathcal{D}(\Omega), S'(\mathbb{R}^n), H(K) \in \mathcal{C}\mathcal{P}$. Since $\mathcal{D}'(\Omega)$ and $\mathcal{A}(\Omega)$ are projective limits of complete inductive limits of separable Fréchet spaces, Proposition 3 implies that $\mathcal{D}'(\Omega), \mathcal{A}(\Omega) \in \mathbb{U}_0\mathbb{U}_0^1\mathcal{F} \subset \mathbb{U}_0\mathbb{U}_0^1\mathcal{F}$. On the other hand $\mathcal{D}'(\Omega), \mathcal{A}(\Omega) \in \mathcal{X}$ (3). Corollary 2 now implies that $\mathcal{A}(\Omega) \in \mathcal{C}\mathcal{P}$ and $\mathcal{D}'(\Omega) \in \mathcal{C}\mathcal{P}$.

4.7. Proof of Theorem 3

Example 1. Let $\alpha, \varphi, \beta : \mathbb{R} \to \mathbb{R}$ be functions defined by

$$\alpha(s) = e^{-s^2}, \quad \varphi(t) = \begin{cases} e^{-t^{-4}} & \text{if } t > 0, \\ 0 & \text{if } t \leq 0, \end{cases}$$

$$\beta(t) = \begin{cases} 1 & \text{if } t \leq 0, \\ 0 & \text{if } t \geq 1, \\ e^{-(1-t)^2}(e^{-t^{-2}} + e^{-(1-t)^{-2}})^{-1} & \text{if } t \in (0, 1). \end{cases}$$

(21)

One can easily see that $\varphi, \beta \in C^\infty(\mathbb{R})$ and $\alpha \in \mathcal{S}$. Consider functions $\gamma, \nu^u : \mathbb{R}^2 \to \mathbb{R}$,

$$\gamma(t,s) = \begin{cases} \varphi(t) + \beta(s-t^{-1}) & \text{if } t > 0, \\ 1 & \text{if } t \leq 0, \end{cases} \quad \nu^u(t,s) = \frac{\gamma(t,s)}{\gamma(u,s)} (u \in \mathbb{R}).$$

(22)

Let us verify that $\gamma \in C^\infty(\mathbb{R}^2)$. Clearly $\gamma \in C^\infty((0, +\infty) \times \mathbb{R})$ and $\gamma \in C^\infty((-\infty, 0) \times \mathbb{R})$. Let $s_0 \in \mathbb{R}$. Pick $\varepsilon > 0$ such that $s_0 + \varepsilon - \varepsilon^{-1} < 0$. Then for any $(t, s)$ from the $\varepsilon$-neighborhood $W$ of the point $(0, s_0)$ in $\mathbb{R}^2$, we have $\beta(s-t^{-1}) = 1$ and therefore $\gamma(t,s) = 1 + \varphi(t)$. Hence $\gamma \in C^\infty(W)$. Therefore $\gamma \in C^\infty(\mathbb{R}^2)$. Clearly $\gamma$ is positive. Hence $\nu^u, \mu \in C^\infty(\mathbb{R}^2)$, where

$$\mu(t,s) = \frac{\partial}{\partial t} \ln \gamma(t,s) = \begin{cases} \varphi'(t) + t^{-2}\beta'(s-t^{-1}) & \text{if } t > 0, \\ \varphi(t) + \beta(s-t^{-1}) & \text{if } t \leq 0. \end{cases}$$

(23)

For any $t, u \in \mathbb{R}$, let $T_t$ and $S_t^u$ be operators (acting on functions $x : \mathbb{R} \to \mathbb{R}$) defined by the formula

$$T_t x(s) = \mu(t,s) x(s), \quad S_t^u x(s) = \nu^u(t,s) x(s).$$

(24)
For the proof of the first part of Theorem 3 it suffices to verify the following conditions:

(1.0) \( T, S^u \in \mathcal{L}(\mathbb{R}, S) \), and the maps \( T, S^u : \mathbb{R} \times S \to S \) (\( u \in \mathbb{R} \)) are infintely Fréchet differentiable [2], where \( S^u(t, x) = S^u_t x \) (\( T \) and \( S \) are defined by (24));

(1.1) for any \((t_0, x_0) \in \mathbb{R} \times S\), problem (13) is uniquely solvable in any interval containing \( t_0 \). The unique solution is given by \( x(t) = S^u_{t_0} x_0 \);

(1.2) the equation \( \dot{x}(t) = T_t x(t) + \alpha \) has no solutions in \([0, \varepsilon]\) for any \( \varepsilon > 0 \).

Proof. (1.0) Let \( \mathcal{B} \) be the set of functions \( g \in C^\infty(\mathbb{R}^2) \) such that for any \( n, k \in \mathbb{Z}_+ \), there exist \( m = m(g, n, k) \), \( c = c(g, n, k) > 0 \) for which

\[
\sup_{t \in \mathbb{R}} \left| \frac{\partial^{n+k} g}{\partial t^n \partial s^k}(t, s) \right| \leq c(1 + |s|)^m \quad \text{for any } (t, s) \in \mathbb{R}^2.
\]

According to (12) it suffices to prove that \( \mu \in \mathcal{B} \) and \( \nu^u \in \mathcal{B} \) for any \( u \in \mathbb{R} \).

We shift the proof of this fact to the Appendix (it is purely technical).

(1.1) Let \( x : \mathbb{R} \to S \), \( x(t) = S^u_{t_0} x_0 \). Clearly \( x(t_0) = x_0 \). By (23), \( \frac{\partial x}{\partial t}(t, s) = \mu(t, s) \gamma(t, s) \). Therefore

\[
\dot{x}(t)(s) = \mu(t, s) \gamma(t, s) x_0(s)/\gamma(t_0, s) = \mu(t, s) x(t)(s) = T_t x(t)(s).
\]

Hence, \( x \) is a solution in \( \mathbb{R} \) of (13). Uniqueness of a solution of this problem follows from the fact that for any \( t \in \mathbb{R} \), \( T_t \) is an operator of multiplication by a function (we can “pointwise” solve the equation \( \dot{x}(t) = T_t x(t) \)).

(1.2) Let \( \varepsilon > 0 \). One can easily verify that the function \( \pi : (0, \varepsilon] \to S \),

\[
\pi(t) = (t - \varepsilon) \alpha + \int_t^\varepsilon (\varepsilon - \tau) S^\alpha_{\tau} T_{\tau} \alpha d\tau,
\]

is a solution of the equation \( \dot{x}(t) = T_t x(t) + \alpha \). Suppose that there exists a solution \( \pi_1 : [0, \varepsilon] \to S \) of this equation in \([0, \varepsilon]\). Then \( x = \pi - \pi_1 \) is a solution of the homogeneous equation \( \dot{x} = T_t x \) in \([0, \varepsilon]\). According to (1.1), \( x \) admits an infinitely differentiable extension to \( \mathbb{R} \). Therefore \( \pi \) has a limit in 0 in the topology of \( S \). Hence, the limit

\[
\lim_{t \uparrow 0} f(t), \quad \text{where} \quad f(t) = \int_t^\varepsilon (\tau - t) S^\alpha_{\tau} T_{\tau} \alpha d\tau,
\]

exists in \( S \). Since convergence in \( S \) implies uniform convergence,

\[
0 = \lim_{t \uparrow 0} f(1/t) = \lim_{t \uparrow 0} (1 + \varphi(t)) e^{-t^{-2}} I(t) = \lim_{t \uparrow 0} e^{-t^{-2}} I(t),
\]

where

\[
I(t) = \int_t^\varepsilon (\tau - t) \frac{\mu(\tau, 1/t)}{\gamma(\tau, 1/t)} d\tau.
\]

Integrating by parts, we see that for sufficiently small positive \( t \),
\[(27) \quad I(t) = \frac{t - \varepsilon}{1 + \varphi(t)} + \frac{2t}{\gamma(t)} + \varepsilon - \varepsilon + \int_{2t}^{4t} e^{-\tau^4} d\tau \geq 2te^{(2t)^{-4}} - \varepsilon.\]

From (26) and (27) it follows that \(0 = \lim_{t \to 0} e^{-t^2}(2te^{(2t)^{-4}} - \varepsilon)\). On the other hand, this limit is obviously infinite. This contradiction proves (1.2). \(\blacksquare\)

**Example 2.** As usual, \(E = C^\infty(\mathbb{R})\) with the topology of uniform convergence of all derivatives, and \(E'\) is the strong dual of the nuclear Fréchet space \(E\), i.e., \(E'\) is the space of generalized functions with compact support [21]. As usual, \(\delta_t \in E'\) is Dirac’s delta-function concentrated at the point \(t \in \mathbb{R}: \langle \delta_t, h \rangle = h(t), h \in E\). Let \(G\) be the linear hull in \(E'\) of the set \(\{\delta_n^{(n)} : n \in \mathbb{Z}_+\}\). For any \(z \in \mathbb{C}\), let \(e_z \in E\), \(e_z(t) = e^{-tz}\). Consider the space
\[(28) \quad E = \{\Phi_\xi : \xi \in E' \otimes E'\}, \quad \text{where} \quad \Phi_\xi(s_1, s_2) = (s_1 - s_2) \langle e_{s_1} \otimes e_{s_2}, \xi \rangle.\]

Clearly \(E\) is a linear subspace of the space of entire functions of two variables. We endow \(E\) with the strongest locally convex topology with respect to which the operators
\[(29) \quad T^1_\psi : E' \to E, \quad T^1_\psi \varphi = \Phi_\varphi \otimes \psi, \quad \psi \in E',
T^2_\varphi : E' \to E, \quad T^2_\varphi \psi = \Phi_\varphi \otimes \psi, \quad \varphi \in G,\]
are continuous. Let \(T : E \to E\) be the operator defined by the formula \(T \Phi_\varphi \otimes \psi = \Phi_\varphi \otimes \psi\) and \(f : [0, 1] \to E, f(t) = \Phi_{\delta_t \otimes h_t}\).

For the proof of the second part of Theorem 3 it suffices to verify the following conditions:
\[(2.0) \quad E\text{ is a complete ultrabornological LCS, } T \in L(E) \text{ and } f \in C([0, 1], E); \]
\[(2.1) \quad T \in \text{unex}(E) \text{ and for all } \varepsilon > 0, \text{ the equation } \dot{x}(t) = Tx(t) + f(t) \text{ has no solutions in } [0, \varepsilon].\]

**Proof.** (2.0) One can easily see that \(E_1 = \{\Phi_\xi : \xi \in G \otimes E'\} \subset E\) is isomorphic to a free locally convex sum of a countable family of copies of \(E'\). Therefore \(E_1\) is complete and hence closed in \(E\). On the other hand, the quotient \(E/E_1\) is isomorphic to the free locally convex sum of a continuum of copies of \(E'\) and therefore is also complete. The three-space theorem for completeness [5] implies that \(E\) is complete. Moreover, the space \(E\) is ultrabornological as an inductive limit of ultrabornological LCS. Since \(TT^1_\psi = T^1_\psi D\), where \(D : E' \to E'\) is the operator of differentiation \(D \varphi = \varphi'\) and \(TT^2_\varphi = T^2_\varphi\), we find that the operators \(TT^1_\psi\) for \(\psi \in E'\) and \(TT^2_\varphi\) for \(\varphi \in G\) are continuous. According to the definition of the topology of \(E\) we see that \(T \in L(E)\). Since the function \(g : [0, 1] \to E', g(t) = \delta_t\), is continuous and \(f(t) = T^2_\delta g(t), \) we see that \(f\) is continuous.

(2.1) According to (28) and to the definition of the operator \(T\) we have
\[T \Phi(s_1, s_2) = s_1 \Phi(s_1, s_2) \quad \text{for any } \Phi \in E.\]
Since $T$ is the operator of multiplication by a function and the topology of $E$ is stronger than the pointwise convergence topology, the “pointwise” solution of problem (2) coincides with the conventional solution in $E$, whenever the latter exists. This proves uniqueness of the solution. One can easily verify that the “pointwise” solution of problem (2) is given by

\[ x(t)(s_1, s_2) = e^{-t s_1} x_0(s_1, s_2). \]

Clearly $e^{-t s_1} \Phi_{\varphi \otimes \psi}(s_1, s_2) = \Phi_{\varphi_t, \psi}(s_1, s_2)$, where $\varphi_t$ is a shift of the generalized function $\varphi$: $\varphi_t(u) = \varphi(u - t)$. Hence the function $x$ defined by (30) takes values in $E$. Smoothness of $x : [0, 1] \to E$ follows from the definition (29) of the topology of $E$ and smoothness of the functions $t \mapsto \varphi_t$ ($\varphi \in E'$).

Therefore formula (30) defines the solution in $E$ of problem (2). Hence, $T \in \text{unex}(E)$.

It remains to show that the problem $\dot{x}(t) = Tx(t) + f(t)$, $x(0) = 0$, is nonsolvable in $[0, \varepsilon]$. One can verify that the “pointwise” solution of this problem is given by $x(s_1, s_2) = e^{-t s_2} - e^{-t s_1}$. Suppose that the problem is solvable in $[0, \varepsilon]$. Then for any $t \in [0, \varepsilon]$ there exists $\xi_t \in \mathcal{E}' \otimes \mathcal{E}'$ such that $\Phi_{\xi_t}(s_1, s_2) = e^{-t s_2} - e^{-t s_1}$. Therefore the function $F_t(s_1, s_2) = (e^{-t s_2} - e^{-t s_1})/(s_1 - s_2)$ is the Laplace transform of $\xi_t$ (see definition of $\Phi_{\xi}$). On the other hand, $F_t$ for $t > 0$ is the Laplace transform of the Lebesgue measure $\mu_t$ of the segment on the plane with ends $(0, t)$ and $(t, 0)$. Injectivity of the Laplace transform implies that $\mu_t$ is an element of $\mathcal{E}' \otimes \mathcal{E}'$, which is false. \hfill \blacksquare

### 5. Concluding remarks

1. It is not known whether there exist a Fréchet space $E$, $T \in \mathcal{L}(\mathbb{R}, E)$ and $f \in C(\mathbb{R}, E)$ such that problem (13) is solvable in $\mathbb{R}$ for any $(t_0, x_0) \in \mathbb{R} \times E$ and the equation $\dot{x}(t) = T x(t) + f(t)$ has no solutions in any interval.

2. It is not known whether the product of any two spaces from $\mathcal{CP}$ belongs to $\mathcal{CP}$. Nor do we know whether $\mathcal{CP}$ contains strong duals of Fréchet spaces.

3. Let $E$ be a non-complete normed space, admitting a bigger complete norm (for example $C[0, 1]$ with the norm induced from $L_2[0, 1]$). Then $0 \in \text{unex}(E) \setminus \text{ex}'(E)$.

4. We say that a pair $(E, F)$ of LCS has the inverse mapping property if any bijective continuous linear operator $T : E \to F$ has continuous inverse.

**Proposition 4.** Let $E$ be an integrally complete LCS, $T \in \text{unex}(E)$, $F = \Sigma([0, a], E)$, and suppose the pair $(F, E)$ has the inverse mapping property. Then $T \in \text{ex}(E)$.

**Proof.** Let $T : F \to E$, $T x = x(0)$ and $J = \{(t, s) \in [0, a] : t \geq s\}$. Then $T$ is continuous linear and bijective and therefore $T^{-1}$ is continuous. Hence, the map $S : J \times E \to E$, $S_t^s x = T^{-1} x(t - s)$, is continuous. So for any $K \in \mathcal{K}(E)$, there exists $Q \in \mathcal{K}(E)$ such that $S_t^s x \in Q$ and $TS_t^s x \in Q$.
for all \((t, s, x) \in J \times K\). It remains to notice that for any \(U \in \mathcal{U}(E)\), \(S\) is a CASS\((K, Q, U)\) of the equation \(\dot{x} = Tx\) and to apply Lemma 2.1.

5. The following proposition was suggested by D. Vogt.

**Proposition 5.** Let \(E \in \mathcal{X}\) and \(T \in L(E)\) be such that for any \(K \in \mathcal{K}(E)\) there exists \(Q \in \mathcal{K}(E)\) such that \(K \subseteq Q\) and \(Q\) absorbs \(T(Q)\). Then \(T \in \text{unex}(E) \cap \overline{\text{ex}}(E)\).

**Proof.** Let \(x_0 \in E\) and \(g : [0, a] \times E \rightarrow E\) be an \(M\)-compact map. Then we can pick \(K, Q \in \mathcal{K}(E)\) such that \(g([0, a] \times E) \subset K\), \(x_0 \in K\), \(K \ll Q\) and \(Q\) absorbs \(T(Q)\). So the restriction \(T|_{E^Q} : E^Q \rightarrow E^Q\) is a continuous linear operator on the Banach space \(E^Q\) and the restriction \(g|[0, a] \times E^Q : [0, a] \times E^Q \rightarrow E^Q\) is an \(M\)-compact map. Theorem VI implies solvability of (4) in \(E^Q\) and therefore in \(E\). Hence \(T \in \overline{\text{ex}}(E)\). Let now \(x \in C^1([0, a], E)\) be a solution of (2) with \(x_0 = 0\). Pick \(K, Q \in \mathcal{K}(E)\) such that \(x([0, a]) \subset K\), \(K \ll Q\) and \(Q\) absorbs \(T(Q)\). Then the restriction \(T|_{E^Q} : E^Q \rightarrow E^Q\) is a continuous linear operator on the Banach space \(E^Q\) and \(x\) is a solution of (2) with \(x_0 = 0\) in \(E^Q\). Since \(L(E^Q) = \text{unex}(E^Q)\), we have \(x \equiv 0\). Hence \(T \in \text{unex}(E)\).
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**Appendix: Proof of the inclusions \(\mu \in \mathcal{B}\) and \(\nu^u \in \mathcal{B}\), required in Section 4.7.** In this appendix we prove that the functions \(\mu\) and \(\nu^u\) \((u \in \mathbb{R})\) defined by (23) and (22) belong to the class \(\mathcal{B}\) defined by (25). Since for any fixed \(u \in \mathbb{R}\), the function \(s \mapsto \gamma(u, s)\) is bounded from below by a positive constant, it suffices to prove that \(\mu, \gamma \in \mathcal{B}\). We write \(F \approx G\) \((F\) and \(G\) are functions defined on the same set) if there exists \(c = c(F, G) > 0\) such that \(|F| \leq c|G|\).

First, let us show that \(\gamma \in \mathcal{B}\). Clearly the function

\[
\frac{\partial^{n+k}\gamma}{\partial t^n \partial s^k}(t, s) : (0, +\infty) \times \mathbb{R} \rightarrow \mathbb{R}
\]

is a finite linear combination of \(\varphi^{(i)}(t)\) and \(t^{-l}\beta^{(j)}(s-t^{-1})\), where \(l, i, j \in \mathbb{Z}_+\) and \(l \leq 2j\). The functions \(\varphi^{(i)}(t)\) and \(t^{-l}\beta^{(j)}(s-t^{-1})\) for \(l = 0\) are bounded. If \(l > 0\) then \(j > 0\) and according to (21), \(t^{-l}\beta^{(j)}(s-t^{-1})\) vanishes if \(s-t^{-1} \notin (0, 1)\). This implies that \(t^{-l}\beta^{(j)}(s-t^{-1}) \ll 1 + |s|^l\). Hence, \(\gamma \in \mathcal{B}\) (and therefore \(\nu^u \in \mathcal{B}\)).

It remains to show that \(\mu \in \mathcal{B}\). Using de la Vallée Poussin’s formula for multiple derivatives of a superposition of two functions [26] we deduce that
\[
\frac{\partial^{n+k}\mu}{\partial t^n \partial s^k} (t, s) = \frac{\partial^{n+1+k}\ln(\gamma)}{\partial t^{n+1} \partial s^k} (t, s)
\]
is a linear combination with real coefficients of the following finite set of functions:

\[
\frac{1}{\gamma'(t, s)} \prod_{i,j} \left( \frac{\partial^{i+j}\gamma}{\partial t^i \partial s^j} (t, s) \right)^{a_{i,j}},
\]
where \(i, j, a_{i,j} \in \mathbb{Z}_+, \nu = \sum_{i,j} a_{i,j}, \sum_{i,j} i a_{i,j} = n + 1\) and \(\sum_{i,j} j a_{i,j} = k\).

Formulas (31) and (22) imply that

\[
\frac{\partial^{n+k}\mu}{\partial t^n \partial s^k} (t, s) = 0 \quad \text{if } t \leq 0
\]
and the function

\[
\frac{\partial^{n+k}\mu}{\partial t^n \partial s^k} (t, s) : (0, +\infty) \times \mathbb{R} \to \mathbb{R}
\]
is a linear combination of the following finite set of functions:

\[
\omega(t, s) = \frac{(\varphi'(t))^{j_1} \cdots (\varphi^{(n+1)}(t))^{j_{n+1}} (\beta'(s-t^{-1}))^{i_1} \cdots (\beta^{(n+k+1)}(s-t^{-1}))^{i_{n+k+1}}}{(\varphi(t) + \beta(s-t^{-1}))^{r+l}},
\]
where \(i_q, j_q, l \in \mathbb{Z}_+, r = \sum j_q + \sum i_u \in \mathbb{N}, l \leq 2 \sum i_u, \sum q j_q \leq n + 1\) and \(\sum u_i u \leq k\).

The inclusion \(\mu \in \mathcal{B}\) will be proved if we show that

\[
|\omega(t, s)| \leq (1 + |s|)^m
\]
for any function \(\omega\) defined in (32) \((m = m(\omega) \geq 0)\). From (32) and (21) it follows that

\[
\omega(t, s) \leq 1 \quad \text{for } t \geq 1/2
\]
(the denominator in (32) is bounded from below by \(\varphi^r(1/2)2^{-l}\)).

Case 1: \(\sum i_u > 0\). According to (21), \(\omega(t, s) = 0\) if \(s-t^{-1} \notin (0, 1)\). Using (34) we obtain

\[
|\omega(t, s)| \leq 1 \quad \text{for } s \leq 2.
\]
Let \(s > 2\). If \(1 - s^{-2} < s-t^{-1} < 1\), we have \(\beta^{(i)}(s-t^{-1}) \leq e^{-s} s^6 i \leq \varphi(t) s^6 i\). If \(0 < s-t^{-1} < 1 - s^{-2}\), we have \(\beta^{(i)}(s-t^{-1}) \leq \beta(s-t^{-1})(1-s+t^{-1})^{-3i} \leq \beta(s-t^{-1}) s^6 i\). Thus, if \(s > 2\) and \(0 < s-t^{-1} < 1\) then \(\beta^{(i)}(s-t^{-1}) \leq (\varphi(t) + \beta(s-t^{-1})) s^6 i\) and \(\varphi^{(j)}(t)/\varphi(t) \leq t^{-5j} \leq s^{5j}\). Using (32) we deduce that if \(s > 2\) and \(0 < s-t^{-1} < 1\) then \(\omega(t, s) \leq s^m\), where \(m = l+5 \sum q j_q + 6 \sum u_i u\).

Since \(\omega(t, s) = 0\) if \(s-t^{-1} \notin (0, 1)\), this formula and (35) imply (33).

Case 2: \(\sum i_u = 0\). In this case

\[
\omega(t, s) = \frac{(\varphi'(t))^{j_1} \cdots (\varphi^{(n+1)}(t))^{j_{n+1}}}{(\varphi(t) + \beta(s-t^{-1}))^r},
\]
where \( j_q \in \mathbb{Z}_+ \) and \( 1 \leq r = \sum j_q \leq n + 1 \). If \( s \leq 1/2 \), or \( s > 1/2 \) and \( t \leq 1/(s - 1/2) \), then \( \omega(t, s) \leq 1 \) (the denominator in (36) is bounded from below by \( 2^{-r} \)). If \( s > 1/2 \) and \( t \geq 1/s \) then \( \varphi^{(j)}(t)/\varphi(t) \leq t^{-5j} \leq s^{5j} \) for any \( j \in \mathbb{N} \). This inequality and (36) imply that if \( s > 1/2 \) and \( t \geq 1/s \), then \( \omega(t, s) \leq s^m \), where \( m = 5 \sum q j_q \), which proves (33). Therefore \( \mu \in \mathcal{B} \). ■
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