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Abstract. In [9] and its sequel [7] the authors initiated a program whose (announced) goal is to eventually show that no operator in $L(H)$ is orbit-transitive. In [9] it is shown, for example, that if $T \in L(H)$ and the essential (Calkin) norm of $T$ is equal to its essential spectral radius, then no compact perturbation of $T$ is orbit-transitive, and in [7] this result is extended to say that no element of this same class of operators is weakly orbit-transitive. In the present note we show that no compact perturbation of certain $2$-normal operators (which in general satisfy $\|T\|_e > r_e(T)$) can be orbit-transitive. This answers a question raised in [9]. Our main result herein is that if $T$ belongs to a certain class of $2$-normal operators in $L(H^{(2)})$ and there exist two constants $\delta, \rho > 0$ satisfying $\|T^k\|_e > \rho k^\delta$ for all $k \in \mathbb{N}$, then for every compact operator $K$, the operator $T + K$ is not orbit-transitive. This seems to be the first result that yields non-orbit-transitive operators in which such a modest growth rate on $\|T^k\|_e$ is sufficient to give an orbit $\{T^k x\}$ tending to infinity.

1. Introduction. Let $\mathcal{H}$ be a separable, infinite-dimensional, complex Hilbert space, and denote the algebra of all bounded linear operators on $\mathcal{H}$ by $L(\mathcal{H})$. If $T \in L(\mathcal{H})$ and $x \in \mathcal{H}$, the countable (finite or infinite) set $\{T^n x\}_{n=0}^\infty$ is called the orbit of $x$ under $T$, and is denoted by $O(x,T)$. If $O(x,T)$ is dense in $\mathcal{H}$, then $x$ is called a hypercyclic vector for $T$, and $T$ is said to be a hypercyclic operator. The question of which operators in $L(\mathcal{H})$ are hypercyclic and properties of the set of hypercyclic vectors of a hypercyclic operator have been much studied during the past twenty years. An operator $T$ in $L(\mathcal{H})$ is called transitive if $T$ has no invariant subspace (closed linear manifold) other than $\{0\}$ and $\mathcal{H}$, and is called orbit-transitive (or hypertransitive as in [9]) if every nonzero vector in $\mathcal{H}$ is hypercyclic for $T$. Presently one does not know whether there exist transitive or orbit-transitive operators in $L(\mathcal{H})$. (It is obvious that every orbit-transitive operator is transitive, and Read [13] has constructed an operator on the Banach space $(l_1)$ that is orbit-transitive.) Denote the set of all nontransitive operators in $L(\mathcal{H})$ by (NT) and the set of all non-orbit-transitive operators in $L(\mathcal{H})$ by (NOT). The invariant subspace problem is
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the open question whether \((NT) = \mathcal{L}(H)\), and the orbit-transitive operator problem is the question whether \((NOT) = \mathcal{L}(H)\). (The orbit-transitive operator problem is sometimes referred to as the hypertransitive-operator problem \([9]\) or the nontrivial-invariant-closed-set problem. At present, neither the term “hypertransitive” nor “orbit-transitive” has been in use long enough to be considered standard, but note that if an operator \(T\) in \(\mathcal{L}(H)\) is called “supertransitive” if every nonzero vector \(y\) in \(H\) is supercyclic for \(T\), i.e., \(\{\rho T^n y : n \in \mathbb{N}, \rho \in \mathbb{C}\} = H\), then “hypertransitive” would seem to be a reasonable alternative to “orbit-transitive”.)

As the abstract indicates, this paper is a continuation of the study, initiated in \([9]\) and continued in \([7]\), of classes of non-orbit-transitive operators, with the purpose (as mentioned explicitly in \([9]\)) of eventually showing that \((NOT) = \mathcal{L}(H)\), and thus to give convincing evidence that operators on Hilbert space are very different creatures from operators on more general complex Banach spaces. More exactly, in this article we make progress on the problem of showing that if \(T\) is \(n\)-normal and \(K\) is compact, then \(T + K \in (NOT)\). In particular, we produce the only known subset of \((NOT)\) invariant under compact perturbations, consisting of operators which satisfy the very modest growth condition \(\|T^k\|_e \geq \rho k^\delta\) for some \(\rho, \delta > 0\) and all \(k \in \mathbb{N}\).

All the notation and terminology to follow is consistent with that of \([9]\) and \([7]\), but for the reader’s convenience, we briefly review the main points. The sets of positive and nonnegative integers will be denoted by \(\mathbb{N}\) and \(\mathbb{N}_0\), and the complex plane by \(\mathbb{C}\). The ideal of compact operators in \(\mathcal{L}(H)\) will be written as \(K(H)\), or more simply as \(K\), and the quotient (Calkin) map \(\mathcal{L}(H) \to \mathcal{L}(H)/K\) by \(\pi\). For \(T\) in \(\mathcal{L}(H)\) we write \(\sigma(T)\) and \(\sigma_p(T)\) for the spectrum and point spectrum of \(T\), respectively, and \(\sigma_e(T) := \sigma(\pi(T))\), \(\sigma_{lr}(T) := \sigma_{lr}(\pi(T))\) (the intersection of the left and right spectra of \(\pi(T)\)). We also write \(r(T)\) and \(r_e(T)\) for the spectral radii of \(T\) and \(\pi(T)\), as well as \(\|T\|_e := \|\pi(T)\|\).

Finally, for any positive integer \(n\) we write \(H^{(n)}\) for the direct sum of \(n\) copies of \(H\).

2. Some new ideas. Our first new result is a supplement to the following theorem of Ansari.

**Theorem 2.1 (Ansari \([1]\)).** For every \(T \in \mathcal{L}(H)\) and for every \(n \in \mathbb{N}\), \(T\) and \(T^n\) have exactly the same set of hypercyclic vectors.

Our supplement is as follows:

**Proposition 2.2.** Suppose \(T \in \mathcal{L}(H)\), \(x \in H\), and there exists \(n_0 \in \mathbb{N}\) such that \(\|(T^{n_0})^k x\| \to \infty\). Then \(\|T^k x\| \to \infty\) too. Consequently,

\[
\{y \in H : \|T^k y\| \to \infty\} = \{y \in H : \exists n_0 \in \mathbb{N} \text{ with } \|(T^{n_0})^k y\| \to \infty\}.
\]
Proof. Assume that $\|T^k x\| \to \infty$. Then there exist $M \geq 0$ and a subsequence $\{k_j\} \subset \mathbb{N}$ such that

\begin{equation}
(2.1) \quad \|T^{k_j} x\| \to M.
\end{equation}

If, for $k_j > n_0$, we write $k_j = n_0 q_j - r_j$, where $q_j, r_j \in \mathbb{N}_0$, $0 \leq r_j < n_0$, we have

\begin{equation}
(2.2) \quad \|(T^{n_0})^{q_j} x\| = \|T^{r_j + k_j} x\| \leq \|T\|^{r_j} \cdot \|T^{k_j} x\|.
\end{equation}

But under the assumption (2.1), (2.2) contradicts \(\|T^{n_0}\|^{q_j} \to k \to \infty\). \hfill \blacksquare

The essence of the main new technique of this note is contained in the following proposition.

**Proposition 2.3.** Let $\{T_n\}_{n \in \mathbb{N}}$ be a sequence of operators in $\mathcal{L}(\mathcal{H})$ with the property that there exists a sequence of infinite-dimensional subspaces $\{\mathcal{M}_n\}_{n \in \mathbb{N}}$ such that, for every $n \in \mathbb{N}$, the operator $T_n$ is bounded below on the subspaces $\mathcal{M}_n, \ldots, \mathcal{M}_{2n-1}$ by some $M(n) > 0$. Moreover, let $\{\alpha_n\}_{n \in \mathbb{N}}$ be any sequence in $l_2(\mathbb{N})$. Then for every $x_0 \in \mathcal{H}$ there exists $y \in \mathcal{H}$ such that

\begin{equation}
(2.3) \quad \|y - x_0\|^2 \leq \sum_{i=1}^{\infty} |\alpha_i|^2, \quad \|T_n y\|^2 \geq \sum_{i=n}^{2n-1} |\alpha_i|^2 M^2(n), \quad n \in \mathbb{N}.
\end{equation}

**Proof.** From each subspace $\mathcal{M}_n$ we will choose by induction a unit vector $f_n$ such that the sequence $\{f_i\}_{i=1}^\infty$ will satisfy a set of orthogonality conditions, and we will define

\[ y = x_0 + \sum_{i=1}^{\infty} \alpha_i f_i. \]

To simplify notation, let $f_0 := x_0$, $\alpha_0 := 1$, $T_0 := I$, and

\[ y_n = \sum_{i=0}^{n} \alpha_i f_i, \quad n \in \mathbb{N}. \]

We will choose the vector $f_n \in \mathcal{M}_n$, with $\|f_n\| = 1$, such that

\begin{equation}
(2.4) \quad T_k f_n \perp T_k f_j, \quad 0 \leq j \leq n - 1, \quad 0 \leq k \leq n.
\end{equation}

After defining $f_j$ we will have, by hypothesis, for every $n \in \mathbb{N}$,

\begin{equation}
(2.5) \quad \|T_n f_j\| \geq M(n), \quad n \leq j \leq 2n - 1,
\end{equation}

and for $n \leq i, j, i \neq j$, we will have $T_n f_i \perp T_n y_{n-1}$ and $T_n f_j \perp T_n f_i$, so

\begin{equation}
(2.6) \quad \|T_n y\|^2 = \left\|T_n \left( y_{n-1} + \sum_{i=n}^{\infty} \alpha_i f_i \right) \right\|^2 = \|T_n y_{n-1}\|^2 + \left\|T_n \left( \sum_{i=n}^{\infty} \alpha_i f_i \right) \right\|^2
\end{equation}

\[ = \|T_n y_{n-1}\|^2 + \sum_{i=n}^{\infty} |\alpha_i|^2 \|T_n f_i\|^2. \]
Now we give more details on the recursive construction of the sequence \( \{f_n\} \). If \( \mathcal{M} \) is a subspace of \( \mathcal{H} \), we will write \( \mathcal{P}_\mathcal{M} \) for the (orthogonal) projection of \( \mathcal{H} \) onto \( \mathcal{M} \).

Choose \( f_1 \in \mathcal{M}_1 \) such that \( \|f_1\| = 1 \), \( f_1 \perp f_0 \) and \( T_1 f_1 \perp T_1 f_0 \). To accomplish this, define \( S_1 = \bigvee \{f_0, T_1^* T_1 f_0\} \) and choose \( f_1 \in \mathcal{M}_1 \ominus \mathcal{P}_\mathcal{M}_1(S_1) \).

In general, in order to have all the conditions in (2.4) satisfied, after \( f_0, \ldots, f_{n-1} \) have been defined, set \( S_n = \bigvee_{0 \leq j \leq n-1, 0 \leq k \leq n} \{T_k^* T_j f_k\} \), which is a finite-dimensional vector space, and choose \( f_n \) to be a unit vector in \( \mathcal{M}_n \ominus \mathcal{P}_\mathcal{M}_n(S_n) \). This defines the sequence \( \{f_n\}_{n \in \mathbb{N}} \) with the desired properties.

Using (2.5) and (2.6) we have

\[
\|T_n y\|^2 \geq \sum_{i=n}^{\infty} |\alpha_i|^2 \|T_n f_i\|^2 \geq \sum_{i=n}^{2n-1} |\alpha_i|^2 M^2(n), \quad n \in \mathbb{N}. 
\]

**Remark 2.4.** Notice first that the hypothesis of Proposition 2.3 could be modified so as to be valid only for \( n \) sufficiently large without changing the conclusion. Moreover, the relation between the sequence of operators \( \{T_n\} \) and the sequence of subspaces \( \{\mathcal{M}_n\} \) has an essentially equivalent formulation, as follows: given the sequence of operators \( \{T_n\} \), there exist a sequence of infinite-dimensional subspaces \( \{\mathcal{M}_n\} \) and a sequence of positive real numbers \( \{N(n)\} \) such that, for every \( n \) sufficiently large, all operators from the set \( T_{[n+1)/2]}, \ldots, T_n \) are bounded below by \( N(n) \) on \( \mathcal{M}_n \).

The following is one of our two main results.

**Theorem 2.5.** Let \( \{T_n\}_{n \in \mathbb{N}} \subset \mathcal{L}(\mathcal{H}) \) be such that there exist positive numbers \( \rho, \delta \) with the property that for every \( n \in \mathbb{N} \) sufficiently large, there exists an infinite-dimensional subspace \( \mathcal{M}_n \) on which \( T_{[n+1)/2]}, \ldots, T_n \) are bounded below by \( \rho M^\delta \), and let \( \{K_n\} \) be any sequence of compact operators. Define

\[
A_n = T_n + K_n, \quad n \in \mathbb{N}. 
\]

Then the set of vectors \( y \in \mathcal{H} \) such that \( \|A_n y\| \to \infty \) is dense in \( \mathcal{H} \).

**Proof.** Fix \( \varepsilon \) such that \( 0 < \varepsilon < 1 \) and choose \( N_0 \) sufficiently large that, for \( n \geq N_0 \), there exists an infinite-dimensional subspace \( \mathcal{M}_n \) on which \( T_{[n+1)/2]}, \ldots, T_n \) are bounded below by \( \rho M^\delta \). Note that the compact operators \( K_{[n+1)/2]}, \ldots, K_n \), when restricted to \( \mathcal{M}_n \), remain compact operators, and thus for \( j = [(n+1)/2], \ldots, n \), there is a finite-dimensional subspace \( \mathcal{F}_j \subset \mathcal{M}_n \) such that \( \|K_j(\mathcal{M}_n \ominus \mathcal{F}_j)\| < \varepsilon \rho M^\delta \). Thus \( \|K_j(\mathcal{M}_n \ominus \mathcal{F}_j)\| < \varepsilon \rho M^\delta \) for \( j = [(n+1)/2], \ldots, n \). Thus by defining \( \mathcal{M}_n = \mathcal{M}_n \ominus (\mathcal{F}_j) \), we see that each of the operators \( A_{[(n+1)/2]}, \ldots, A_n \) is bounded below on \( \mathcal{M}_n \) by \( N(n) := (1 - \varepsilon) \rho M^\delta \).
Next, note that the sequence of operators \( \{A_n\} \), together with the sequence of subspaces \( \{N_n\} \) and the sequence of lower bounds \( \{N(n)\} \), satisfies the hypothesis of Proposition 2.3 (and Remark 2.4). Given an arbitrary vector \( x_0 \in H \), let \( y \) be as in the conclusion of Proposition 2.3. Then we have
\[
\|y - x_0\|^2 \leq \sum_{i=1}^{\infty} |\alpha_i|^2, \quad \|A_n y\|^2 \geq \sum_{i=n}^{2n-1} |\alpha_i|^2 N^2(n), \quad n \in \mathbb{N}.
\]
Take \( \alpha_n = \varepsilon / n^{(1+\delta)/2} \). Then
\[
\|A_n y\|^2 \geq (1 - \varepsilon)^2 \rho^2 \sum_{i=n}^{2n-1} \frac{\varepsilon^2}{i^{1+\delta}} \cdot n^{2\delta} \\
\geq (1 - \varepsilon)^2 \frac{\rho^2}{2^{1+\delta}} \cdot \sum_{i=n}^{2n-1} \frac{\varepsilon^2}{n^{1-\delta}} = (1 - \varepsilon)^2 \frac{\rho^2 \varepsilon^2}{2^{1+\delta}} \cdot n^\delta,
\]
and
\[
\|y - x_0\|^2 \leq \varepsilon^2 \sum_{i=1}^{\infty} \frac{1}{i^{1+\delta}},
\]
from which it is immediate that \( \|A_n y\| \to \infty \) and that the set of vectors \( y \) with this property is dense in \( H \).

COROLLARY 2.6. Assume \( T \in \mathcal{L}(H) \) has the property that there exist positive numbers \( \rho, \delta \) such that for every \( n \in \mathbb{N} \) sufficiently large, there exists an infinite-dimensional subspace \( \mathfrak{M}_n \) on which the powers \( T^{[(n+1)/2]}, \ldots, T^n \) are bounded below by \( pn^\delta \). If \( K \in \mathbb{K} \) and \( A := T + K \), then there exists a dense set of vectors \( y \) in \( H \) such that \( \|A^n y\| \to \infty \).

Proof. There exists a sequence of compact operators \( \{K_n\} \) such that
\[
A^n = T^n + K_n. \]

Theorem 2.5 has a generalization that should be quite useful in enlarging the class (NOT).

THEOREM 2.7. Suppose that \( \{B_n\} \in \mathcal{L}(H^{(2)}) \) has the property that
\[
B_n = \begin{pmatrix} T_n & \ast \\ 0 & \ast \end{pmatrix},
\]
where the asterisks denote arbitrary entries, and \( \{T_n\}_{n \in \mathbb{N}} \subset \mathcal{L}(H) \) is such that there exist positive numbers \( \rho, \delta \) with the property that for every \( n \in \mathbb{N} \) sufficiently large, there exists an infinite-dimensional subspace \( \mathfrak{M}_n \) on which \( T^{[(n+1)/2]}, \ldots, T^n \) are bounded below by \( pn^\delta \). Let \( \{K_n\} \subset \mathbb{K}(H^{(2)}) \) and define \( A_n = B_n + K_n \). Then the set of vectors \( y \in H^{(2)} \) satisfying \( \|A_n y\| \to \infty \) is dense in \( H \oplus (0) \).
Proof. It is clear that the sequence of operators \( \{ B_n \} \) together with the sequence of subspaces \( \{ M_n \oplus \langle 0 \rangle \} \) satisfies the hypothesis of Theorem 2.5, and thus the conclusion is immediate. ■

We turn now to the application of the results of Section 2 to the class of \( n \)-normal operators.

3. \( n \)-Normal operators. Recall that for any \( n \in \mathbb{N} \), an operator \( T \in \mathcal{L}(\mathcal{H}) \) is called an \( n \)-normal operator if \( T \) is unitarily equivalent to an \( n \times n \) operator matrix \( (N_{ij}) \) acting on \( \mathcal{H}(n) \) in the usual fashion, where the set \( \{ N_{ij} \} \) consists of mutually commuting normal operators in \( \mathcal{L}(\mathcal{H}) \). The theory of \( n \)-normal operators is quite well developed. It was begun in [3], and continued in [10], [11], [5], [6] and [8], where it was proved that every \( n \)-normal operator has a nontrivial hyperinvariant subspace (n.h.s.).

We will show below that compact perturbations of certain classes of 2-normal operators are subsets of (NOT) by virtue of having an orbit that tends to infinity.

We begin with the following well-known fact from [5].

Proposition 3.1. Let \( T \) be any \( n \)-normal operator in \( \mathcal{L}(\mathcal{H}) \). Then \( T \) is unitarily equivalent to an \( n \)-normal operator \( (N_{ij}) \), acting on \( \mathcal{H}(n) \) in the usual matricial fashion, which satisfies

(i) the \( N_{ij} \) are mutually commuting normal operators in \( \mathcal{L}(\mathcal{H}) \),
(ii) \( N_{ij} = 0 \) whenever \( i > j \), i.e., the matrix \( (N_{ij}) \) is in upper triangular form.

Notation 3.2. We shall say that an \( n \)-normal operator is in standard form if it is an \( n \times n \) matrix \( (N_{ij}) \) acting as usual on \( \mathcal{H}(n) \) and satisfying (i) and (ii) of Proposition 3.1. (Of course, except in rare cases the standard form of an \( n \)-normal operator is not unique.)

The next lemma is elementary.

Lemma 3.3. Let \( T = (N_{ij}) \in \mathcal{L}(\mathcal{H}(2)) \) be a 2-normal operator in standard form, and suppose that the polar decompositions \( N_{11} = V_1 P_1 \) and \( N_{22} = V_2 P_2 \) (with \( P_1, P_2 \geq 0 \)) satisfy \( V_1 = V_2 \). Then there exists a unitary operator \( U \in \mathcal{L}(\mathcal{H}) \) such that \( N_{ii} = U P_i \), \( i = 1, 2 \), and \( U \) commutes with all the \( N_{ij} \). Moreover, for every \( K \in \mathbb{K} \), there exists a sequence \( \{ J_k \}_{k \in \mathbb{N}} \subset \mathbb{K} \) such that

\[
\|(T + K)^k x\| = \|(S^k + J_k) x\|, \quad k \in \mathbb{N}, \, x \in \mathcal{H},
\]

where \( S \) is the 2-normal operator in \( \mathcal{L}(\mathcal{H}(2)) \) in standard form given by the matrix

\[
S = \begin{pmatrix} P_1 & U^{-1} N_{12} \\ 0 & P_2 \end{pmatrix}.
\]
Proof. The first statement of the lemma is an easy consequence of the spectral theorem for normal operators. Next, write $\text{Diag}(U)$ for the $2 \times 2$ diagonal matrix with each diagonal entry equal to $U$. Note that $S$ and $\text{Diag}(U)$ are mutually commuting $2$-normal operators in standard form, and $T = \text{Diag}(U)S$. Furthermore, if we write $(T + K)^k = T^k + K_k$ where $K_k \in \mathbb{K}$, we obtain

\begin{equation}
(T + K)^k = T^k + K_k = (\text{Diag}(U)S)^k + K_k
\end{equation}

where $J_k := \text{Diag}(U^{-k})K_k \in \mathbb{K}$, and since for each $k \in \mathbb{N}$, $\text{Diag}(U^k)$ is a unitary operator, (3.1) is immediate from (3.3).

We turn now to some preliminary lemmas.

**Lemma 3.4.** Let $1 \geq a \geq b \geq 0$ and let $k$ be a given positive integer. Then, for every $m \in \mathbb{N} \cap [k/2, k]$, we have

\begin{equation}
a^m - b^m \geq \frac{1}{2} (a^k - b^k),
\end{equation}

and thus

\begin{equation}
\sum_{i=0}^{m-1} a^{m-1-i}b^i \geq \frac{1}{2} \sum_{i=0}^{k-1} a^{k-1-i}b^i.
\end{equation}

**Proof.** The inequality (3.4) is equivalent to

\[ b^k - 2b^m \geq a^k - 2a^m \text{ for } k/2 \leq m \leq k. \]

Consider the function $f(x) = x^k - 2x^m$. Then $f'(x) = kx^{k-1} - 2mx^{m-1} = x^{m-1}(kx^{k-m} - 2m)$. But since $2m \geq k$ we have $f'(x) \leq x^{m-1}(kx^{k-m} - k) = x^{m-1}k(x^{k-m} - 1)$, and for $x \in [0, 1]$ we have $f'(x) \leq 0$. Thus $f$ is decreasing on the interval $[0, 1]$ and thus (3.4) follows.

The inequality (3.5) is immediate in the case $a = b$, and it follows from (3.4) by dividing by $a - b$ when $a > b$.

**Lemma 3.5.** Suppose

\[ T = \begin{pmatrix} P_1 & N \\ 0 & P_2 \end{pmatrix} \]

is a $2$-normal operator in standard form, where $P_i \geq 0$, $i = 1, 2$, and let $K \in \mathbb{K}$ and $A = T + K$. Then

\begin{equation}
T^k = \begin{pmatrix} P_1^k & N \sum_{i=0}^{k-1} (P_1^{k-1-i}P_2^i) \\ 0 & P_2^k \end{pmatrix}, \quad k \in \mathbb{N},
\end{equation}

and $A^k = T^k + K_k$, where $K_k \in \mathbb{K}$. Moreover, if $\max\{\|P_1\|_e, \|P_2\|_e\} > 1$, then there exists a vector $x \in \mathcal{H}^{(2)}$ such that $\|A^kx\| \to \infty$. 

Proof. Equation (3.6) results from an easy calculation, and since \(r_e(A) = \max\{\|P_1\|_e, \|P_2\|_e\}\), if this maximum is greater than 1, then the existence of such a vector \(x\) is immediate from Corollary 1.6 of [9].

The next result is our second main theorem.

**Theorem 3.6.** Suppose

\[
T = \begin{pmatrix} N_1 & M \\ 0 & N_2 \end{pmatrix}
\]

is a 2-normal operator in standard form, with \(N_1 = VP_1\) and \(N_2 = VP_2\) (polar decompositions), \(K \in \mathbb{K}\), and there exist \(\rho, \delta > 0\) such that

\[
\|T^k\|_e > \rho k^\delta, \quad k \in \mathbb{N}.
\]

Then there exists \(x \in \mathcal{H}^{(2)}\) such that \(\|(T + K)^n x\| \to \infty\), and consequently \(T + K \in \text{(NOT)}\).

Proof. By Lemmas 3.3 and 3.5 with

(3.8) \[S = \begin{pmatrix} P_1 & N \\ 0 & P_2 \end{pmatrix},\]

a 2-normal operator in standard form, it suffices to show that if \(\{J_k\}\) is any sequence of compact operators, then there exists \(x \in \mathcal{H}^{(2)}\) such that

\[
\|(S^k + J_k)x\| \to \infty.
\]

Moreover, we may suppose that \(\|P_1\|_e, \|P_2\|_e \leq 1\), and that (via (3.3))

\[
\|S^k\|_e = \|T^k\|_e \geq \rho k^\delta, \quad k \in \mathbb{N}.
\]

Applying (3.9), (3.8) and Lemma 3.5, we immediately obtain

(3.10) \[
\left\|N \sum_{i=0}^{k-1} P_1^{k-1-i} P_2^i\right\|_e > \rho k^\delta - 1 > \hat{\rho} k^\delta,
\]

where \(\hat{\rho} > 0\) is defined appropriately for \(k\) sufficiently large.

Since \(P_1, P_2\) and \(N\) are mutually commuting normal operators, it follows from [4] that there exist compact operators \(J_1, J_2, J_3\), an orthonormal basis \(\mathcal{E} = \{e_n\}_{n \in \mathbb{N}}\) for \(\mathcal{H}\), and sequences \(\{\alpha_n\}, \{\beta_n\}\) and \(\{\gamma_n\}\) in \((l_\infty)\), with \(0 \leq \alpha_n, \beta_n \leq 1\), such that

\[
P_1 = \text{Diag}(\alpha_n) + J_1, \quad P_2 = \text{Diag}(\beta_n) + J_2, \quad N = \text{Diag}(\gamma_n) + J_3,
\]

and thus (see (3.10)) the \((1,2)\) entry of \(S^k\) is

\[
\text{Diag}\left(\gamma_n \sum_{i=0}^{k-1} (\alpha_n^{k-1-i} \beta_n^i)\right) + J_4^{(k)}, \quad k \in \mathbb{N},
\]
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where \( J^{(k)}_4 \) is compact. Moreover, since

\[
\left\| N \sum_{i=0}^{k-1} P_1^{k-1-i} P_2^i \right\|_e = r_e \left( \text{Diag} \left( \gamma_n \sum_{i=0}^{k-1} \alpha_n^{k-1-i} \beta_n^i \right) \right)
\]

is a largest (in modulus) limit point of the sequence

\[
\left\{ \gamma_n \sum_{i=0}^{k-1} \alpha_n^{k-1-i} \beta_n^i \right\},
\]

for each fixed \( k \in \mathbb{N} \) there exists a subsequence

\[
\left\{ \left| \gamma_{n_q} \right| \sum_{i=0}^{k-1} \alpha_{n_q}^{k-1-i} \beta_{n_q}^i \right\}_{q},
\]

where \( \{n_q\} \) depends on \( k \), that converges to \( \| N \sum_{i=0}^{k-1} P_1^{k-1-i} P_2^i \|_e \). Thus for \( n_q \) sufficiently large (say \( q \geq q_0 \)), we see, with

\[
\mathcal{M}_k = \sqrt{\{e_{n_q}\}_{q \geq q_0}},
\]

that \( N \sum_{i=0}^{k-1} P_1^{k-1-i} P_2^i \) is bounded below on \( \mathcal{M}_k \) by \( \hat{\rho} k^\delta \) (see (3.10)), and thus \( S^k \) has the same lower bound on \((0) \oplus \mathcal{M}_k\).

By Lemma 3.4 for \( m = [(k+1)/2], \ldots, k \) we have

\[
\left| \gamma_n \right| \sum_{i=0}^{m-1} \alpha_n^{m-1-i} \beta_n^i \geq \frac{1}{2} \left( \left| \gamma_n \right| \sum_{i=0}^{k-1} \alpha_n^{k-1-i} \beta_n^i \right),
\]

and using this fact for the subsequence of indices \( \{n_q\} \) we deduce that \( S^{[(k+1)/2]}, \ldots, S^k \) have \( 1/2 \hat{\rho} k^\delta \) as a lower bound on \((0) \oplus \mathcal{M}_k\). Now the conclusion follows from Theorem 2.5.

This result combined with Theorem 2.7 yields the following:

**Corollary 3.7.** If \( R \) is an operator that has an invariant subspace on which it is a 2-normal operator satisfying the hypothesis of Theorem 3.6, and \( A = R + K \), where \( K \) is compact, then \( A \) has an orbit tending to infinity.

**Remark 3.8.** It follows as in Theorem 2.5 that the set of vectors \( x \) as in the conclusion of Theorem 3.6 is dense in \( \mathcal{H} \).

We continue by recalling the definition of the operator \( A \) from Example 4.5 of [9]. (The question whether \( A \) belongs to \( \text{NOT} \) was left unresolved there.)

**Example 3.9.** Let \( H \) be a Hermitian 2-normal operator in \( \mathcal{L}(\mathcal{H}^{(2)}) \) represented as an operator matrix

\[
(3.11) \quad H = \begin{pmatrix} H_1 & 0 \\ 0 & H_2 \end{pmatrix},
\]
exist compact operators \(\sigma\) then the general theory of Banach algebras implies that \(\|\) is essentially power bounded. In fact, from (3.12) we see that, asymptotically, \(\|T\|\sim 1\). Then, as was noted in [9], for all \(k \in \mathbb{N}\), \(\|T^k\|\) satisfies

\[
(3.12) \quad \frac{k}{\sqrt{2k-1}} \left(\frac{2k-2}{2k-1}\right)^{k-1} \leq \|T^k\| \leq 1 + \frac{k}{\sqrt{2k-1}} \left(\frac{2k-2}{2k-1}\right)^{k-1}.
\]

Let \(K\) be an arbitrary compact operator on \(\bigoplus_{n=1}^{\infty} \mathcal{H}^{(2)}\) and set

\[
(3.13) \quad A = (H \oplus T) + K.
\]

(The presence here of the direct summand \(H\) is simply to prevent \(A\) from having disconnected spectrum, and thus to have a nontrivial hyperinvariant subspace.) Then \(\sigma_e(A) = \sigma_e(H \oplus T) = [1/2, 1]\), but \(A\) is not essentially power bounded. In fact, from (3.12) we see that, asymptotically, \(\|A^k\|\sim \sqrt{k}\); and this growth is too slow for [9] Th. 1.5] to be applicable. However, that the operator \(A\) in (3.13) belongs to (NOT) is now immediate from Theorem 3.6.

A natural question to ask, in view of Theorem 3.6, is whether the hypothesis (3.7) is really necessary in order to conclude that \(T\) has some orbit converging to infinity. Example 4.1 below shows that (3.7) cannot be omitted in general, but the next proposition shows that there are some classes of \(n\)-normal operators in which (3.7) is not needed.

**Proposition 3.10.** Suppose \(K \in \mathcal{K}(\mathcal{H}^{(2)})\) and

\[
T = \begin{pmatrix} N_1 & N_3 \\ 0 & N_2 \end{pmatrix} \in \mathcal{L}(\mathcal{H}^{(2)})
\]

is a 2-normal operator in standard form such that \(\max\{r_e(N_1), r_e(N_2)\} < 1\). Then \(T+K\) is essentially power bounded, and thus (by [9] Theorem 1.2]) belongs to (NOT). Moreover, if, on the other hand, \(\sigma_e(N_1) = \sigma_e(N_2) = \{1\}\) and \(N_3\) is essentially invertible (i.e., \(\pi(N_3)\) is invertible), then either \(T+K\) is essentially power bounded or \(\|T+K\| \sim k\) asymptotically, so again (by [9] Theorems 1.2 and 1.5]), \(T+K\in (NOT)\).

**Proof.** Since \(r_e(T+K) = r_e(T) = \max\{r_e(N_1), r_e(N_2)\}\), if \(r_e(T+K) < 1\), then the general theory of Banach algebras implies that \(\|(T+K)^k\| \rightarrow 0\), so \(T+K\) is essentially power bounded. Now suppose that \(\sigma_e(N_1) = \sigma_e(N_2) = \{1\}\) and \(\pi(N_3)\) is invertible. Then one knows from [12] that there exist compact operators \(K_i, i = 1, 2, 3\), in \(\mathcal{L}(\mathcal{H})\) such that \(N_1 = 1_{\mathcal{H}} + K_1, \ldots\)
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$N_2 = 1_H + K_2$, and $N_3 = J + K_3$, where $J$ is invertible. Thus

$$T = \begin{pmatrix} 1_H & J \\ 0 & 1_H \end{pmatrix} + K,$$

where $K \in \mathcal{L}(H(2))$ is compact. An easy matricial calculation ($[9, \text{Prop. 3.2}]$) gives $\|(T + K)^k\|_e = \|T^k\|_e \sim k$, and it is now immediate from $[9, \text{Theorem 1.5}]$ that $T + K$ has (a dense set of) orbits tending to infinity.

4. Oscillating behavior. Here we construct a 2-normal operator $B = (B_{ij}) \in \mathcal{L}(H(2))$ in standard form, with $B_{11} = B_{22} \geq 0$, but $B$ is not essentially power bounded, and neither does it satisfy the hypothesis of Theorem 3.6. The operator $B$ will have the property that there exists a subsequence of powers $\{k_n\}$ and $\rho, \delta > 0$ such that $\|B^{k_n}\|_e > \rho k_n^\delta$ for all $k_n$, but at the same time, there exists a subsequence of powers $\{j_n\}$ such that $\{\|B^{j_n}\|\}$ is bounded.

Example 4.1. Let

$$B = \bigoplus_{n=2}^\infty T_{m_n},$$

where $T_n$ is given by

$$T_n := \begin{pmatrix} (1 - 1/n)1_H & (1/\sqrt{n})1_H \\ 0 & (1 - 1/n)1_H \end{pmatrix}, \quad n \in \mathbb{N},$$

and $\{m_n\}$ is defined recursively as $m_2 = 2$, $m_{n+1} = m_n^4$, which gives $m_n = 2^{4n-2}$. The sequences of powers $\{k_n\}$ and $\{j_n\}$ are given by $k_n := m_n$ and $j_n := m_n^2$.

Note that

$$T_n^k = \begin{pmatrix} (1 - 1/n)^k 1_H & (k/\sqrt{n})(1 - 1/n)^k 1_H \\ 0 & (1 - 1/n)^k 1_H \end{pmatrix}.$$

Consider the magnitude of the $(1, 2)$ entry of $T_n^k$ as a function of $n$, with $k$ as parameter, denoted as

$$g(n) = \frac{k}{\sqrt{n}} \left(1 - \frac{1}{n}\right)^{k-1}.$$

Note that the $(1, 2)$ entry of $T_n^k$ is the one that determines the growth of the essential norm, since the diagonal entries $T_n^k$ have norms bounded by 1. The first derivative of $g$ is

$$g'(n) = \frac{1}{n} \frac{k}{\sqrt{n}} \left(1 - \frac{1}{n}\right)^{k-2} \left(\frac{1}{2} \frac{n-1}{n} + \frac{k-1}{n}\right),$$
with the only zero of interest at
\[ n = 2k - 1. \]
By computing the second derivative we note that \( n = 2k - 1 \) is a maximum point for \( g \).

We are now ready to estimate the growth of the sequences \( \{\|B^k\|_e\} \) and \( \{\|B^n\|\} \). As noted above, the growth of \( T^k_{mn} \) is determined by the expression
\[
\frac{k}{\sqrt{m_n}} \left( 1 - \frac{1}{m_n} \right)^{k-1}.
\]

For the first sequence, we observe that \( \|B^k\|_e = \|B^m\|_e \geq \|T^m_{mn}\|_e \) and since the sequence \( \{(1 - 1/m_n)^{m_n-1}\}_n \) is decreasing to \( 1/e \), we have
\[
\|T^m_{mn}\|_e \geq \sqrt{m_n} \left( 1 - \frac{1}{m_n} \right)^{m_n-1} > m_n \cdot \frac{1}{e}.
\]
It follows that here we can take \( \delta = 1/2 \) and \( \rho = 1/3 \) to get
\[
\|B^k\|_e > \rho k^\delta.
\]

Next, to show that \( \{\|B^n\|\} \) is a bounded sequence, it is sufficient to show that there exists a constant \( M \) such that for all \( n \) and \( p \) we have
\[
\|T^j_{mp}\| \leq M.
\]
By the above remarks, for the fixed power \( k := j = m_n^2 \) (and thus for a fixed \( n \)), we deduce that the entry of \( T^k_q \) that determines the growth of the \( \|T^k_q\| \) has a maximum at \( q_0 = 2k - 1 \) (= \( 2m_n^2 - 1 \)), increasing for \( q \) up to that value and decreasing after the maximum is attained. Notice that the sequence \( \{m_r\}_r \) does not assume the value \( q_0 \); in particular, \( m_n < q_0 < m_{n+1} \). Thus, to show \( \|T^j_{mp}\| \) is bounded for all \( p \) and \( n \), it is sufficient to show that, for fixed \( n \), the norms \( \|T^j_{mn}\| \) and \( \|T^j_{m_{n+1}}\| \) have upper bounds independent of \( n \).

The norm of the \((1,2)\) entry of \( T^j_{m_{n+1}} \) is
\[
\left( 1 - \frac{1}{m^2_n} \right)^{m_n^2-1} \leq 1,
\]
and the norm of the \((1,2)\) entry of \( T^j_{mn} \) is
\[
\frac{m_n^2}{\sqrt{m_n}} \left( 1 - \frac{1}{m_n} \right)^{m_n^2-1} = 2 \cdot m_n^{3/2} \left( 1 - \frac{1}{m_n} \right)^{m_n^2} \leq 2 \cdot m_n^{3/2} \left( \frac{1}{2} \right)^{m_n},
\]
since the sequence \( \{(1 - 1/m_n)^{m_n}\}_n \) is increasing and bounded by \( 1/e \); thus \( \|T^j_{mn}\| \to 0 \).

5. **Open problems.** We close with some open problems that seem to be of interest.
PROBLEM 5.1. If the operator $H$ is as in (3.11) and $B$ is the operator from Example [4.1] how does one show that a compact perturbation of $H \oplus B$ belongs to (NOT)?

PROBLEM 5.2. Does every compact perturbation of an arbitrary $n$-normal operator belong to (NOT)?
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