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Abstract. Sobczyk’s theorem asserts that every c0-valued operator defined on a sep-
arable Banach space can be extended to every separable superspace. This paper is devoted
to obtaining the most general vector valued version of the theorem, extending and com-
pleting previous results of Rosenthal, Johnson–Oikhberg and Cabello. Our approach is
homological and nonlinear, transforming the problem of extension of operators into the
problem of approximating z-linear maps by linear maps.

1. Introduction. Sobczyk’s theorem [S] is one of the fundamental theo-
rems in Banach space theory. Its simplest formulation, omitting quantitative
estimates, is perhaps the following:

Sobczyk’s Theorem. Given a closed subspace Y of a separable Banach
space Z, every operator τ : Y → c0 admits an extension T : Z → c0.

In spite of its importance, the only well known aspect of this result is
the scalar valued separable case. Indeed, the papers [ACGJM, GP, KZ] ex-
plore the possibilities and limitations of scalar valued nonseparable versions;
while [C, JO, R] consider a vector valued separable case. The interested
reader is referred to [CCY], where a fairly complete survey of all the proofs
of Sobczyk’s theorem appearing in the literature until 2000 is presented,
including a nonlinear proof close in spirit to the approach in this paper.

One of the basic open questions about this result is to what extent it
remains true on replacing functionals by operators; or, if one prefers, on
replacing as target space the scalar field by an arbitrary Banach space. This
paper solves the problem by showing that an optimal vector valued version
of Sobczyk’s theorem holds if and only if the quotient space has the Bounded
Approximation Property. Let us explain the meaning of “optimal version”.
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Observe that an operator τ : Y → c0(En) corresponds to a sequence of
operators tn : Y → En with the property, called sometimes “being SOT-null”
that lim ‖Tny‖ = 0 for each y ∈ Y . There is no loss of generality in assuming
that all spaces En are the same space E, since one can always replace each
En by E = c0(En). When E is the scalar field, a SOT-null sequence of
operators Y → E is actually a weak∗-null sequence of functionals on Y .
Hence, the classical Sobczyk’s theorem can be rephrased as: Given a subspace
Y of a separable Banach space Z, a weak∗-null sequence of continuous linear
functionals on Y admits a weak∗-null sequence of extensions to Z; and thus a
straight vector valued translation could be: Given a subspace Y of a separable
Banach space Z, a SOT-null sequence of operators Y → E admits a SOT-
null sequence of extensions to Z. However, this cannot be true because an
obvious necessary condition to get a SOT-null sequence of extensions is the
mere existence of a uniformly bounded sequence of extensions, which means
that every operator Y → E can be extended to an operator Z → X. A
Banach space E with this property is said to be separably injective; namely,
E-valued operators defined on separable spaces admit extensions to separable
superspaces. Hence, a necessary condition to obtain the straight result quoted
above is that E is separably injective. This is also a sufficient condition since
one has

Proposition 1.1. If E is a separably injective space then c0(E) is sep-
arably injective.

This result has been independently obtained by Rosenthal in [R], using
operator techniques, by Johnson and Oikhberg in [JO], using the theory
of M-ideals, and by Cabello [C] using a topological approach. The class of
separably injective Banach spaces is not narrow and in fact contains inter-
esting members, some quite exotic: all injective spaces, the spaces c0(I),
twisted sums and quotients of two separably injective spaces etc.; there even
exist [CMS, ACCGM] separably injective spaces which are not complemented
subspaces of a C(K)-space. The monograph [ACCGM] contains a thorough
study of this class. Nevertheless, we want to handle a broader situation in
which one does not require E to be separably injective. Indeed, the situation
we want to handle is one where E is only required to have one specific SOT-
null sequence of operators τn : Y → E that admits a uniformly bounded
sequence of extensions Z → E through one specific embedding j : Y → Z.
In that case, does there also exist a SOT-null sequence of extensions? What
we will do is to remove the “universality” condition on the space E at the
cost of imposing a reasonable hypothesis on the quotient space X = Z/Y : to
have the Bounded Approximation Property. Recall that a separable Banach
space X is said to enjoy the λ-Bounded Approximation Property, for short
λ-BAP, if there exists a sequence Bn : X → X of finite-dimensional linear
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operators with norms ‖Bn‖ ≤ λ that is pointwise convergent to the identity.
A Banach space is said to have the Bounded Approximation Property, for
short BAP, if it has the λ-BAP for some λ. One then has:

Theorem 1.2 (Vector valued Sobczyk theorem: extension version). Let
Y be a subspace of a Banach space Z such that Z/Y is separable and has the
Bounded Approximation Property. Then every SOT-null sequence of opera-
tors on Y that admits a uniformly bounded sequence of extensions to Z also
admits a SOT-null sequence of extensions to Z.

Our approach to this result is a combination of homological and nonlinear
techniques. We first use the representation of exact sequences of Banach
spaces by means of z-linear maps (see [CG, CC1, CM], or the next section of
this paper). The space of z-linear maps carries a natural seminorm, to which
the term “uniformly” refers from now on. Next, the extension problem for
operators is transformed into the problem of approximating z-linear maps
by linear maps. If we define a z-linear map to be trivial when it can be
approximated by a linear map then the nonlinear version of the vector valued
form of Sobczyk’s theorem essentially says that if (Fn) is a pointwise null
sequence of (uniformly) trivial z-linear maps defined on a space with the
BAP then the z-linear map c0(Fn) is trivial. Precisely

Theorem 1.3 (Vector valued Sobczyk theorem: nonlinear version). Let
X be a separable Banach space with the BAP. Let Fn : X y En be a uni-
formly bounded sequence of z-linear maps such that lim ‖Fnx‖ = 0 for every
x ∈ X. If all the maps Fn are uniformly trivial then the map c0(Fn) is trivial.

Observe that it follows from the uniform boundedness principle that a
SOT-null sequence of operators is uniformly bounded, while a pointwise null
sequence of z-linear maps must be assumed to be uniformly bounded. To
prove this version we develop a “chasing device”—inspired by Veech’s proof
of Sobczyk’s theorem—that is flexible enough to adapt to other situations,
as can be seen in the “Applications” section. Moreover, the chasing device
evidences that an optimal extension result for the extension of operator Y →
c0(E) to operators Z → c0(E) is obtained by a combination of properties of
Z/Y and E: asking nothing of E requires that Z/Y (be separable and) have
the BAP; asking everything of E (namely, to be separably injective) requires
only the separability Z/Y ; etc. Proposition 5.3 provides still another striking
example.

Quantitative estimates. There are quantitative estimates involved in
the previous results, all of them related to the ratio between the norm of the
extended operator Z → c0(E) and of the original one Y → c0(E). A Banach
space E is said to be λ-separably injective if every norm one E-valued oper-
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ator admits an extension to any separable superspace with norm at most λ.
It is obvious that every separably injective space is λ-separably injective for
some λ. Proposition 1.1 becomes, in quantitative terms, the question of ob-
taining a function f(λ) for which c0(E) is f(λ)-separably injective when E
is λ-separably injective. Our estimate for f(λ) is of order 6λ (see Thm. 4.5),
which asymptotically improves all previous results: 2λ2 of Johnson–Oikhberg
[JO] (implicit); λ(1 + λ) of Rosenthal [R]; and 3λ2 of Cabello [C]. We will
return to this point later.

2. Preliminaries. An exact sequence 0 → Y → Z → X → 0 in the
category of Banach spaces and continuous linear operators is a diagram in
which the kernel of each arrow coincides with the image of the preceding one;
the middle space Z is also called a twisted sum of Y and X. By the open
mapping theorem, an exact sequence as above means that Y is a subspace
of Z and X is the corresponding quotient. An exact sequence is said to split
if it is equivalent to the trivial sequence 0→ Y → Y ⊕X → X → 0.

There is a correspondence (see [K1, KP, CG]) between exact sequences
0 → Y → Z → X → 0 of Banach spaces and the so-called z-linear maps
which are homogeneous maps F : X y Y (we use this notation to stress
that they are not linear) with the property that there exists some constant
C > 0 such that for all finite sets {x1, . . . , xn} ⊂ X one has∥∥∥F( N∑

n=1

xn

)
−

N∑
n=1

F (xn)
∥∥∥ ≤ C N∑

n=1

‖xn‖.

The infimum of the constants C is called the z-linearity constant of F and
denoted Z(F ). To obtain a z-linear map from an exact sequence 0 → Y →
Z

q→ X → 0, take a homogeneous bounded selection b : X → Z for the
quotient map q, and then a linear selection ` : X → Z for the quotient
map (in particular, see the linearization process below). Then F = b − `
is a z-linear map. Consequently, a z-linear map F : X y Y induces the
exact sequence of quasi-Banach spaces 0 → Y → Y ⊕F X → X → 0 in
which Y ⊕F X means the vector space Y ×X endowed with the quasi-norm
‖(y, x)‖F = ‖y − Fx‖+ ‖x‖.

If the embedding Y → Z is an into isometry and q the corresponding
quotient operator then the quotient map Z → X admits a homogeneous
bounded selection b : X → Z with ‖b‖ ≤ 1. The sequences 0 → Y → Z →
X → 0 and 0 → Y → Y ⊕F X → X → 0 are equivalent and the operator
T : Y ⊕F X → Z given by T (y, x) = y + `x establishes the equivalence.
Moreover, ‖T‖ ≤ 1 and ‖T−1‖ ≤ 3:

‖T (y, x)‖ = ‖y − Fx+ Fx+ `x‖ ≤ ‖y − Fx‖+ ‖bx‖ ≤ ‖(y, x)‖F ,
‖T−1z‖ = ‖z − `qz − Fqz‖+ ‖qz‖ = ‖z − bqz‖+ ‖qz‖ ≤ 3‖z‖.
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The map F is z-linear if and only if ‖ · ‖F is equivalent to a norm (see
[CA]). Let co(Y ⊕F X) be the Banach envelope of Y ⊕F X, i.e., the Banach
space whose unit ball is the closed convex envelope of the unit ball of ‖ · ‖F .
The spaces co(Y ⊕F X) and Y ⊕F X are Z(F ) + 1-isomorphic. Two z-linear
maps F,G : X y Y are said to be equivalent, written F ≡ G, if the induced
exact sequences are equivalent (for the classical homological equivalence of
exact sequences). Two maps F,G : X y Y are equivalent if and only if the
difference F−G can be written as B+L, where B : X → Y is a homogeneous
bounded map and L : X → Y a linear map. Sometimes we will say that F
is a version of G. The space of all exact sequences 0 → Y → ♦ → X → 0
modulo equivalence can be identified with the space of all z-linear maps
X y Y modulo equivalence.

Definition 2.1. A z-linear map F : X y Y is called µ-trivial if for
every ε > 0 there is a linear map L : X → Y such that ‖F − L‖ ≤ µ+ ε.

The triviality of F is connected with the norm of the extension of an
operator as follows:

Lemma 2.1. Given an exact sequence

0→ Y
j−→ Y ⊕F X

q−→ X → 0 ≡ F,
a norm one operator τ : Y →M admits an extension T : Y ⊕F X →M with
‖T‖ ≤ µ if and only if τF is µ-trivial.

Proof. If T : Y ⊕F X → M is an extension of τ with ‖T‖ ≤ µ then
L(x) = −T (0, x) is a linear map X →M satisfying

‖τFx− Lx‖ = ‖τ((Fx, x)− (0, x)) + T (0, x)‖ = ‖T (Fx, x)‖
≤ µ‖(Fx, x)‖F = µ‖x‖.

Conversely, if there is a linear map L such that ‖τF −L‖ ≤ µ then T (y, x) =
τy − Lx is a linear extension of τ , which is continuous because its norm is

‖τy − Lx‖ = ‖τy − τFx+ τFx− Lx‖ ≤ ‖τ‖ ‖y − Fx‖+ µ‖x‖
≤ max{‖τ‖, µ}‖(y, x)‖F .

In general, a z-linear map F : X y Y is said to be trivial if F ≡ 0;
this holds if and only if for some homogeneous bounded map B : X → Y
and some linear map L : X → Y one has F = B + L. When all z-
linear maps X y Y are trivial, we can consider the semimetric D(F ) =
dist(F,Lin(X,Y )) on the space of z-linear maps, where Lin(X,Y ) denotes
the space of linear (not necessarily continuous!) maps X → Y . The following
lemma can be found in [K1, CC2].

Lemma 2.2. Let A,B be two Banach spaces. If Ext(A,B) = 0 then the
seminorms Z(·) and D(·) are equivalent.
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A z-linear map has many different versions. We will need to choose good
versions so that: (i) Z(·)-convergent sequences of z-linear maps are point-
wise convergent, and (ii) the image of a finite-dimensional space is finite-
dimensional. The first condition will be satisfied by the so-called canonical
versions, while the second by the convexified versions. It is easy to give exam-
ples of z-linear maps on finite-dimensional spaces with infinite-dimensional
range: define B : R2 → C[0, 1] by B(eiθ) = xθ, 0 ≤ θ < π, extended by
homogeneity.

Canonical form. Let (eγ) be a Hamel basis for X. Given a z-linear
map F : X y Y we define the linear map `F (eγ) = Feγ . The canonical form
of F is the z-linear map ∇F = F − `F , which is obviously a version of F .
The space of all z-linear maps E y Y in canonical form with respect to a
given Hamel basis of X will be denoted ZL(X,Y ).

Convex form. Let A = (ai)i=0,1,... with a0 = 0 be a subset of the ball
of radius 1 + ε of X such that the unit ball of X is contained in the closed
convex hull of A. We define an order for finite subsets of A: {ai1 , . . . , aiN } ≤
{aj1 , . . . , ajM } if eitherN < M , orN = M and {i1, . . . , iN} is smaller than or
equal to {j1, . . . , jN} in the lexicographical order. We define a homogeneous
map F c : X y Y (actually it will be defined on a dense subspace of X,
which is enough) as follows: at a point p of the unit sphere of Z it takes the
value F c(p) =

∑
i θiFai where (ai)i is a minimal set for which p is a convex

combination
∑

i θiai. It is clear that ‖F −F c‖ < Z(F )(1+ε) since if ‖p‖ = 1
then

‖F (p)− F c(p)‖ ≤ Z(F )
∑
|θi| ‖ai‖.

Therefore F c is a z-linear map equivalent to F with Z(F c) ≤ 3Z(F )(1 + ε).
We shall say that F c is a convex version of F . It is possible to obtain a
convex version of F with a better estimate for its constant, but at the cost
of making it more difficult to estimate the distance to F .

It is possible to obtain a simultaneously convex and canonical version of
a z-linear map: taking first a linearization F − `F of F with respect to a
Hamel basis formed by elements with norm 1+ε and then convexifying with
respect to a set which includes the elements of the Hamel basis. Since the
convexification of a z-linear map with respect to a finite set of points has
finite-dimensional range, one gets

Lemma 2.3. Let F : X y Y be a z-linear map defined on a finite-
dimensional space. There is a version of F with finite-dimensional range at
a distance of Z(F )(1 + ε) from F .

Proposition 2.4. Let F : X y Y be a z-linear map defined on a sep-
arable space. Set X =

⋃
Xn with each Xn finite-dimensional. There is a

canonical version of F such that the image of each Xn is finite-dimensional.



Sobczyk’s theorem and the Bounded Approximation Property 7

Proof. One only has to choose with care the sets An ⊂ Xn with respect
to which the convexification is done: let first A1 be a subset of (1 + ε)BX1

such that BX1 ⊂ conv(A1). We add a (1+ε)-normalized basis (eα) ofX1, and
keep denoting the resulting set by A1. The next set A2 ⊂ X2 contains A1,
sufficiently many vectors to complete the basis of X1 to a basis of X2, and
points with norm at most 1 + ε so that BX2 ⊂ conv(A2). Continuing the
process, we define, at each step n, an order on the finite subsets of An
compatible with the previous order for step n − 1. Let us now consider the
canonical version G = F − `F of F with respect to the Hamel basis (eγ) of⋃
Xn just constructed, for which (eγ)∩Xk is the Hamel basis we previously

chose for Xk. Finally, we convexify the restrictions G|Xn
with respect to the

sets An. It is clear we get a map defined on
⋃
Xn that, when extended to the

whole X (see e.g. [KP]) turns out to be a z-linear map in canonical form at a
finite distance from F , and its restrictions to each En have finite-dimensional
range.

We will say that the final map is in convex form with respect to the
sequence (Xn).

3. The z-dual of a Banach space. Let X be a Banach space. We
define the z-dual of X as the Banach space

Xz = [ZL(X,R), Z(·)].
The word “the” may seem mysterious: after all, each Hamel basis of X

determines, in principle, a different z-dual ofX. Nevertheless one can observe
that they are all isometric: indeed, if α, µ are two different Hamel bases
for X and `αF , `

µ
F the corresponding linear maps induced by F then the

correspondence F − `αF 7→ F − `µF defines an isometry between the two
z-duals.

The topology of pointwise convergence in Xz will be called the w∗-
topology. This is a locally convex vector topology on Xz which, when X
is separable, can be made metrizable on the unit ball; it is defined by the
closure operation: F = w∗-limFα ⇔ ∀x ∈ X,F (x) = limFα(x). One has:

Lemma 3.1. The unit ball of Xz is w∗-compact.

Proof. Consider the embedding j : ZL(X,R) → RX given by j(F ) =
(Fx)x∈X . If x =

∑
γ xγeγ then |Fx| ≤ Z(F )

∑
γ |xγ |, and thus j(BZL(X,R))

is contained in
∏
x∈X [−

∑
γ |xγ |,

∑
γ |xγ |]. That j(BZL(X,R)) is closed follows

from the fact that the properties of “being z-linear” and “being in canoni-
cal form” are both defined by conditions compatible with pointwise conver-
gence.

Thus,Xz is actually a dual space, and the w∗-topology is the w∗-topology
with respect to the natural predual for Xz. This can be realized as the space
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coz(X) spanned in (Xz)∗ by the evaluation functionals δx : Xz → R given
by δx(F ) = F (x). We support these assertions with the following results:

Proposition 3.2. There is a z-linear map ΩX : X y coz(X) with the
property that given a z-linear map F : X y Y there exists an operator
φF : coz(X) → Y such that φFΩX ≡ F . If the map F is in canonical form
then φFΩX = F .

Proof. We set ΩX(x) = δx. This is a z-linear map with Z(ΩX) = 1 since∥∥∥ΩX(∑xi

)
−
∑

ΩX(xi)
∥∥∥ = sup

Z(F )≤1

∣∣∣〈ΩX(∑xi

)
−
∑

ΩX(xi), F
〉∣∣∣

= sup
Z(F )≤1

∣∣∣F(∑xi

)
−
∑

F (xi)
∣∣∣

≤
∑
‖xi‖.

Let F : X y Y be in canonical form. Then ψF (µ)(y∗) = µ(y∗F ) defines
an operator ψF : (Xz)∗ → Y ∗∗ whose restriction φF = ψF |coz(X) takes values
in Y , which follows from

〈y∗, φFΩX(x)〉 = 〈ΩX(x), y∗F 〉 = 〈y∗, F (x)〉.
This also implies the equality φFΩX = F . If F is not in canonical form then
φF−`FΩ = F − `F , and we should set φF = φF−`F .

Proposition 3.3. The map F 7→ φF is an isometry between the Banach
spaces [ZL(X,Y ), Z(·)] and L(coz(X), Y ). In particular, Xz = co(X)∗.

Proof. Let F : X y Y be a z-linear map. Then

‖φF ‖ = sup
‖

P
λiΩxi‖≤1

∥∥∥∑λiFxi

∥∥∥ = sup
‖

P
λiΩxi‖≤1

sup
‖y∗‖≤1

∣∣∣∑λiy
∗Fxi

∣∣∣
= sup
‖y∗‖≤1

sup
‖

P
λiΩxi‖≤1

∣∣∣∑λiy
∗Fxi

∣∣∣ = sup
‖y∗‖≤1

Z(y∗F ) = Z(F ).

Proposition 3.4. For each z-linear map F : X y Y in canonical form
there exists a z-linear map coz(F ) : coz(X) y coz(Y ) in canonical form
such that ΩY F = coz(F )ΩZ .

Proof. Just defining coz(F ) = ΩY φF one has

coz(F )ΩZ = ΩY φFΩZ = ΩY F.

Remark. The exact sequence 0→ coz(X)→ coz(X)⊕ΩX
X → X → 0

can be viewed as a “natural projective presentation” of X.

In [K1] (see also [CC2]) Kalton essentially shows that if (Fn) is a Z(·)-
convergent sequence of z-linear maps then the sequence of canonical versions
∇Fn is pointwise convergent. We now obtain what can be viewed as a con-
verse.
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Lemma 3.5 (Change of Convergence Lemma). Let Fn : X y Y be a
sequence of z-linear maps in canonical convex form on a finite-dimensional
space X. If F = w∗-limFn then F = ‖ · ‖-limFn.

Proof. The proof is in four steps. The first two establish the result for R-
valued maps. The third step establishes the passage from Z(·)-convergence
to norm-convergence. The fourth step yields a simple extension to finite-
dimensional valued maps.

Step 1. For a metric space K, let F : X y C(K) be a z-linear map on
a finite-dimensional space having finite-dimensional range. We claim that if
p = lim pn then δpF = Z(·)-lim δpnF .

Observe that F (BX) is a bounded set in a finite-dimensional space, and
thus its closed convex hull is a compact, hence equicontinuous, subset of
C(K). We therefore have

∀ε ∃δ > 0 ∀x, ‖x‖ ≤ 1, ∀p, q : |p− q| < δ ⇒ |δpFx− δqFx| < ε.

Thus, if lim pn = p then

∀ε ∃N ∈ N ∀x, ‖x‖ ≤ 1, ∀n > N : |δpnFx− δpFx| < ε.

In this way Z(δpnF − δpF ) = Z((δpn − δp)F ) ≤ ε since∣∣∣(δpn − δp)F
(∑

xi

)∣∣∣ = ∣∣∣∣(δpn − δp)F
( ∑

xi∑
‖xi‖

)∣∣∣∣∑ ‖xi‖ ≤ ε
∑
‖xi‖.

Step 2. Let ∆ : coz(X) → C(BXz) be the canonical inclusion map.
Given a z-linear map F : X y C(K) in canonical form there exists an
operator ψF : C(BXz) → C(K) such that ψF∆ΩX = F : it is enough to
take as ψF the natural extension of φF , namely, ψF (f)(k) = f(φ∗F (k)). Let
now X be finite-dimensional and let Ωc

X be a convexification of ΩX . It is
clear that every z-linear map F in convex canonical form can be written as
F = ψF∆Ω

c
X . If, moreover, F : X y R then ψF is just the point evaluation

δF at F . So, if Fn is a collection of z-linear R-valued maps in convex canonical
form such that F = w∗-limFn then we are in the situation of the previous
step and we get δF∆Ωc

X = Z(·)-lim δFn∆Ω
c
X , or, what is the same, F = Z(·)-

limFn.

Step 3. If Fn : X y Y are z-linear maps in canonical form on a finite-
dimensional space X (there is no need to require Y to be finite-dimensional
too) and F = Z(·)-limFn then F = ‖·‖-limFn. The result cannot be simpler:
assuming F = 0 and taking a Hamel basis (eγ) of X one has

‖Fn(p)‖ =
∥∥∥Fn(∑ pγeγ

)∥∥∥ ≤ Z(Fn)
∑
|pγ | ≤ Z(Fn)dist(E, ldimE

1 )‖p‖.

Step 4. We now consider z-linear maps Fn : X y Y in canonical con-
vex form with respect to a given set (an) containing a basis of X. One has
supn dim[ImFn] < +∞. There is a finite-dimensional space lM∞ in which all
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the range spaces ImFn can be placed almost isometrically. We can there-
fore assume that Fn : X y lM∞ . Let (δj)Mj=1 be the collection of evaluation
functionals on the coordinates of lM∞ . Since δjFn is in canonical convex form
one has δjFn = δδjFnΩ

c
X . Moreover, if F = w∗-limFn then one also has

δjF = w∗-lim δjFn for all 1 ≤ j ≤ M ; thus, from the previous results one
gets δjF = ‖ · ‖-lim δjFn for all 1 ≤ j ≤M . Finally

‖Fn − F‖ = sup
‖x‖≤1

‖Fnx− Fx‖ = sup
‖x‖≤1

sup
1≤j≤M

|δjFnx− δjFx|

= sup
1≤j≤M

sup
‖x‖≤1

|δjFnx− δjFx| = sup
1≤j≤M

‖δjFn − δjF‖,

which is all that is needed.

4. Vector valued Sobczyk’s theorem. Let us first show the equiva-
lence between Theorems 1.2 and 1.3. Assume that Theorem 1.3 holds. Ob-
serve that a z-linear map F : X y c0(En) is the same as a Z(·)-bounded
sequence Fn : X y En of z-linear maps such that lim ‖Fnx‖ = 0 for every
x ∈ X. Indeed, if πn : c0(En) → En denotes the canonical projections then
just set Fn = πnF . For this reason we shall write c0(Fn) to denote the map F .
Assume that we are under the hypotheses of Theorem 1.2, and have there-
fore an exact sequence 0→ Y → Z → X → 0 ≡ F with Z(F ) ≤ 1. Assume
that each norm one operator τn admits an extension τ ′n with ‖τ ′n‖ ≤ µ. By
Lemma 2.1, the z-linear maps τnF are µ-trivial. Since c0(τn)F = c0(τnF ),
Theorem 1.3 asserts that c0(τnF ) is trivial, so it follows again from Lemma
2.1 that c0(τn) admits an extension to Y ⊕F X, hence to E. Conversely,
if we assume that Theorem 1.2 has already been proved, Theorem 1.3 is a
consequence of the construction of coz(·).

We now prove the following quantitative version of Theorem 1.3:

Theorem 4.1. Let X be a separable Banach space with the λ-BAP. Let
Fn : X y En be a sequence of z-linear maps with Z(Fn) = 1 such that
lim ‖Fnx‖ = 0 for every x ∈ X. If all the maps Fn are µ-trivial then the
map c0(Fn) is (µ+ 2 + (µ+ 1)λ)-trivial.

Proof. Let X be a separable Banach space with the λ-BAP and let Fn :
X y En be a sequence of µ-trivial z-linear maps with Z(Fn) = 1 and such
that lim ‖Fnx‖ = 0 for every x ∈ X. Our purpose is to show that, for every
ε > 0, the well-defined z-linear map c0(Fn) : X y c0(En) is trivial.

Let ε > 0. Let Bj : X → X be a sequence of finite-dimensional operators
witnessing the λ-BAP of X; so, the sequence is pointwise convergent to
the identity and ‖Bj‖ ≤ λ for each j. If we set X1 = B1(X) and then
Xj+1 = Bj+1(X) + Xj for j ≥ 2 we get an increasing sequence (Xj) of
finite-dimensional subspaces of X such that X =

⋃
j Xj .
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We can select a canonical convex version c0(Fn)c of c0(Fn) with respect
to the family (Xj). In particular, for each j ∈ N, the space generated in
c0(En) by c0(Fn)c(Xj) is finite-dimensional; moreover, c0(Fn)c vanishes on
a normalized Hamel basis (eα)α of X compatible with the structure

⋃
Xj

(i.e., the basis for each space contains the basis of the previous space). Also,
c0(Fi) ≡ c0(Fi)c since ‖c0(Fi) − c0(Fi)c‖ ≤ supi Z(Fi)(1 + ε). If πi denotes
the canonical projection onto the ith space, then observe that for each i the
z-linear map πic0(Fn)c is in canonical convex form with respect to each Xj .

Since each Fn is µ-trivial there exist linear maps Ln : X → En such that
‖Fn−Ln‖ ≤ µ. To simplify notation we shall write Gi = πic0(Fn)c. We thus
have a z-linear map c0(Gn) ≡ c0(Fn) satisfying:

(1) Each Gn is (µ+ 1)-trivial.
(2) (Gn) is pointwise convergent to 0.
(3) Each Gn is in canonical convex form with respect to each Xj .
(4) c0(Gn) is in canonical convex form with respect to the family (Xj).

Our aim is to show that c0(Gn) is trivial. The change of convergence
lemma 3.5 implies that for each j ∈ N, ‖ · ‖-limnGn|Xj

= 0, since obviously
(Gn) is pointwise convergent to 0 on each Xj . This allows us to choose for
each j a natural number N(j) such that ‖Gn|Xj

‖ ≤ 2−j for each n ≥ N(j).

Chasing device. We are ready to construct a linear map L : X →
c0(En) at a finite distance from c0(Gn) as follows: we set L(x)(n) = Ln(x)
for n ≤ N(1)− 1, and

L(x)(n) = (Ln − Ln ◦Bj)(x) for N(j) ≤ n < N(j + 1).

We show first that L(x) ∈ c0(En) for each x ∈
⋃∞
n=1Xn. Indeed, if

x ∈
⋃∞
n=1Xn then there exists j such that x ∈ Xj ; thus, for n ≥ N(j) + 1,

‖L(x)(n)‖ = ‖Ln(x)−Ln ◦Bj(x)‖ = ‖Ln(x−Bj(x))‖ ≤ ‖Ln|Xj
‖ ‖x−Bjx‖.

The argument concludes by taking into account that limj ‖x−Bjx‖ = 0 and

‖Ln|Xj
‖ ≤ ‖Gn|Xj

− Ln|Xj
‖+ ‖Gn|Xj

‖ ≤ µ+ 1 + 2−j .

Finally, on the dense subspace
⋃∞
n=1Xn of X the map c0(Gn) is at a finite

distance from L:

‖c0(Gn)− L‖ = sup
n
‖Gn − πnL‖

≤ sup
n

(‖Gn − Ln‖+ ‖Ln|Ej
Bj‖) ≤ µ+ 1 + (µ+ 1 + 2−j)λ.

Folklore extension results (see e.g. [KP]) imply that c0(Gn) must be equally
trivial. Therefore, c0(Fn) will be (µ+ 2 + (µ+ 1)λ)-trivial.

We now prove the necessity of the BAP hypothesis.
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Proposition 4.2. Let X be a separable Banach space. Then X has the
BAP if and only if whenever one has an exact sequence 0 → Y → Z →
X → 0 and a SOT-null sequence of norm one operators tn : Y → En, each
admitting an extension Tn : Z → En with sup ‖Tn‖ < +∞, then the map
c0(tn) : Y → c0(En) can be extended to Z.

Proof. The “only if” part has already been proved. Let X be a separa-
ble space represented as X =

⋃
nXn with each Xn finite-dimensional. Set

c(Xn) = {(xn) : xn ∈ Xn, limxn exists} (see [JO]). The exact sequence

0→ c0(Xn)→ c(Xn)
lim ·−−→ X → 0

splits if and only if X has the BAP. Indeed, since c(Xn) has a monotone
FDD, if the sequence splits, X must have the BAP. If, on the other hand,
X has a sequence (Bn) of finite rank operators pointwise convergent to the
identity, since there is no loss of generality in assuming that Bn(X) ⊂ Xn,
it turns out that the operator S(x) = (Bnx)n defines a continuous linear
selection for the quotient map lim ·. Now, if X does not enjoy the BAP
then c0(Xn) cannot be complemented in c(Xn) and the sequence does not
split. Let πn : c0(Xn)→ Xn be the natural projection. It admits a norm one
extension given by the natural projection πn : c(Xn)→ Xn. However, c0(πn)
is the identity of c0(Xn), which cannot be extended.

A modification of the chasing device yields the following version for sep-
arably injective spaces. Observe that no BAP is now required.

Theorem 4.3. Let X be a separable Banach space and let (En) be a
sequence of µ-separably injective Banach spaces. Let Fn : X y En be a
sequence of z-linear maps with Z(Fn) = 1 such that lim ‖Fnx‖ = 0 for every
x ∈ X. Then the map c0(Fn) is (2µ+ 2)-trivial.

Proof. The proof goes as before with the following modifications. That
each Fn : X y En is µ-trivial follows from the µ-separable injectivity of En.
The canonical convex forms Gn therefore admit linear maps Ln : X → En
such that ‖Gn − Ln‖ ≤ µ + 1. It only remains to see how to define the
linear map L : X → c0(En) at a finite distance from c0(Gn). To do that we
just make a slight modification in the chasing device: Let L̂n|Xj

be a con-
tinuous linear extension of the restriction Ln|Xj

provided by the µ-separable
injectivity of En. Define L by

L(x)(n) = (Ln − L̂n|Xj
)(x) if N(j) ≤ n < N(j + 1)

(we can set L(x)(n) = Ln(x) for n ≤ N(1) − 1). As before, it is enough to
verify that Lx ∈ c0(Xn) and ‖c0(Gn)−L‖ is (uniformly) finite on the dense
part

⋃∞
n=1Xn of X. That L is well defined is easy: if x ∈

⋃∞
n=1Xn, there

exists j such that x ∈ Xj ; thus, L(x)(n) = 0 for all n ≥ N(j). That L is at
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a finite distance from c0(Gn) follows from the estimate

‖Ln|Xj
‖ ≤ ‖Gn|Xj

− Ln|Xj
‖+ ‖Gn|Xj

‖ ≤ µ+ 1 + 2−j ,

which yields

‖c0(Gn)−L‖ = sup
n
‖Gn−πnL‖ ≤ sup

n
‖Gn−Ln‖+ ‖Ln|Xj

‖ ≤ 2µ+1+2−j .

It follows that c0(Fn) is (2µ+ 2)-trivial.

When the spaces En are the scalar field, which is 1-separably injective,
the convexification process is no longer needed, and thus one gets

Corollary 4.1 (Sobczyk’s theorem). Each z-linear map F : X y c0
defined on a separable Banach space X is 2-trivial.

Proof. The only modification to make in the chasing device is to approach
Ln with a Hahn–Banach extension L̂n|Xj

of its restriction Ln|Xj
.

A further version for a different combination between the properties of
the target spaces and the quotient space will be presented in Proposition 5.3.

Quantitative estimates, revisited. As we have seen, the quality of
the estimate depends on the combination between properties of the quotient
space X and the target space E. The estimate worsens when one translates
the nonlinear approach to an extension result for operators, since Lemma 2.1
multiplies the estimate by 3; another deterioration occurs when a passage
to the canonical or convex form of a z-linear map is necessary. Theorem 4.1
thus becomes:

Theorem 4.4. Let Y be a subspace of a Banach space Z such that Z/Y
is separable and has the λ-BAP. Let τ = (τn) : Y → c0(En) be an operator.
If each τn admits an extension Tn : Z → En with ‖Tn‖ ≤ µ‖τn‖ then there
is an extension T : Z → c0(En) of τ with ‖T‖ ≤ 3(µ+ 2 + (µ+ 1)λ)‖τ‖.

While Theorem 4.3 becomes

Theorem 4.5. If (En) is a sequence of µ-separably injective Banach
spaces then c0(En) is (6µ+ 6)-separably injective.

5. Applications

5.1. Nonlinear estimates. Working in nonlinear terms is somehow
simpler. The introduction of the following (possibly infinite) parameter will
simplify the exposition:

z(B,A) = inf{λ ≥ 0 : D(·) ≤ λZ(·)}
where the infimum is taken over all z-linear maps F : B y A. By Lemma
2.2, Ext(B,A) = 0 if and only if z(B,A) < +∞. Theorem 4.1 becomes:
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Corollary 5.1. Let X be a separable Banach space with the λ-BAP.
If (En) is a sequence of Banach spaces such that sup z(X,En) ≤ µ then
z(X, c0(En)) ≤ µ+ µλ.

A nice version of Sobczyk’s theorem is as follows:

Corollary 5.2. Let X be a separable Banach space. If (En) is a se-
quence of L∞,λ-spaces then

z(X, c0(En)) ≤ 2λ sup
n
z(X,En).

The proof is immediate by now: just observe how the chasing device
works because the L∞,λ character of the space guarantees extension with
norm at most λ of finite-dimensional operators (in our case, of Ln|Ej

).
In [CCKY, Theorem 4.1], the following crucial characterization of the

spaces X for which Ext(X,C(ωω)) = 0 is presented:

Corollary 5.3 (Cabello–Castillo–Kalton–Yost [CCKY]). Suppose X is
a separable Banach space. Then Ext(X,C(ωω)) = 0 if and only if

sup
n
πn(X) < +∞.

The parameter πn(X), introduced in [CCKY, Section 3], is easily checked
to be πn(X) = z(X,C(ωn)). Now, since c0(C(ωn)) is isomorphic to a hyper-
plane of C(ωω) one has

z(X,C(ωω)) ≤ 2 sup
n
z(X,C(ωn)).

Corollary 5.4. Let (En) be a sequence of spaces µ-complemented in
their biduals and let X be a separable L1,λ-space. Then z(X, c0(En)) ≤ µ+
µλ. In particular Ext(X, c0(En)) = 0.

The following particular case is especially interesting:

Corollary 5.5. Let H be a subspace of c0 and let X be a separable
L1,λ-space. Then Ext(X,H) = 0.

Proof. Recall that z(X,A) ≤ λ for A finite-dimensional and X an L1,λ-
space. Therefore, for every sequence (An) of finite-dimensional spaces,

z(X, c0(An)) ≤ 1 + λ < +∞.

General structure results of Johnson–Rosenthal and Zippin (see [LT, 1.g.2
and 2.d.1]) imply that given a subspace H of c0 there exist sequences (An)
and (Bn) of finite-dimensional spaces such that there is an exact sequence
0→ c0(An)→H→ c0(Bn)→ 0. Since Ext(X, c0(An)) = 0 = Ext(X, c0(Bn))
= 0, it immediately follows that Ext(X,H) = 0.
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5.2. Lifting results. In situations involving the canonical embedding
c0(En)→ l∞(En) it is natural to apply a result that includes among its hy-
potheses the uniformly bounded extension of a sequence of operators point-
wise convergent to zero. That is the content of the following lemma.

Lemma 5.1. Let (En) be any sequence of Banach spaces and let X be
a separable Banach space with the BAP. Then every operator T : X →
l∞(En)/c0(En) can be lifted to an operator X → l∞(En).

Proof. Let qX : l1 → X be a quotient map. Observe the commutative
diagram

0 −−−−→ ker qX −−−−→ l1
qX−−−−→ X −−−−→ 0

φ

y q′
y ‖

0 −−−−→ c0(En) −−−−→ PB −−−−→ X −−−−→ 0

‖
yT ′ yT

0 −−−−→ c0(En) −−−−→ l∞(En) −−−−→ l∞(En)/c0(En) −−−−→ 0

in which q′ is a lifting of qX to the pull-back space PB, and φ is the re-
striction of q′ to ker qX . The operator φ satisfies the hypothesis of Theorem
1.2 since T ′q′ yields the uniformly bounded sequence of extensions of the
operators defining φ. Since X has the BAP, an extension l1 → c0(En) of
φ exists. The upper part of the above diagram is also a push-out diagram,
hence the sequence

0→ c0(En)→ PB → X → 0

splits; and since it is also a pull-back sequence, T can be lifted to an operator
X → l∞(En).

Given a sequence (En) of Banach spaces let Q[En] denote the space
l∞(En)/c0(En). If all En = E then we simply write Q[E]. The next result
asserts that regarding the vanishing of Ext, the spaces c0(En) and Q[En]
behave similarly. More precisely:

Proposition 5.2. If X is a separable Banach space with the BAP, and
E a Banach space such that Ext(X,E) = 0, then Ext(X,Q[E])) = 0.

Proof. Let 0 → Q[E] → M → X → 0 be an exact sequence. Combin-
ing a projective presentation for X with the exact sequence 0 → c0(E) →
l∞(E)→ Q[E]→ 0 in a commutative diagram we get
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0 −−−−→ c0(E) −−−−→ PB −−−−→ ker qX −−−−→ l1
qX−−−−→ X −−−−→ 0

‖
y φ

y q′
y ‖

0 −−−−→ c0(E) −−−−→ l∞(E)
Q−−−−→ Q[E] −−−−→ M −−−−→ X −−−−→ 0

Since every space with the BAP is a complemented subspace of a space
with basis, if X has the BAP then X ⊕ F has a basis for some space F .
So we know from Lusky [L1, L2] that the kernel of a quotient map q :
l1 → X ⊕ F has a basis. Let qF : l1 → F be a quotient map. The oper-
ator qX ⊕ qF : l1 ⊕ l1 → X ⊕ F is such a quotient map, hence its kernel
ker(qX ⊕ qF ) ' ker qX ⊕ ker qF has a basis and therefore ker qX has the
BAP. From Lemma 5.1 it follows that the operator φ can be lifted to an
operator Ψ : ker qX → l∞(E). On the other hand, since Ext(X,E) = 0,
we have Ext(X, l∞(E)) = 0; therefore Ψ can be extended to an operator
Φ : l1 → l∞(E). The operator QΦ is the extension of φ which shows that the
initial exact sequence splits.

Corollary 5.6. If E is separably injective then Q[E] is separably in-
jective.

5.3. Vector sums of Lindenstrauss–Pełczyński spaces. In [CMS],
the class of all L∞-spaces satisfying the Lindenstrauss–Pełczyński theorem
[LP] was isolated. More precisely, a Banach space X is said to be an LPλ-
space if every norm one operator from a subspace of c0 into X can be ex-
tended to an operator on the whole c0 with norm at most λ. A Banach space
is said to be a Lindenstrauss–Pełczyński space, for short an LP-space, if it is
an LPλ-space for some λ ≥ 1.

Proposition 5.3. Let (Yn)n be a sequence of LPλ-spaces with λ ≥ 1.
Then the c0-vector sum c0(Yn) is an LPλ+λ2-space.

Proof. Let us consider 0 → H → c0 → c0/H → 0 ≡ F and an operator
T : H → c0(Yn). For every n, let πn : c0(Yn) → Yn be the natural pro-
jection and let Tn = πnT . So it makes sense to write T = c0(Tn). We can
assume H =

⋃
j Hj for some increasing sequence (Hj)j of finite-dimensional

spaces. It is not hard to prove (this was already done in z-linear terms with
the convexification process) that for every j ∈ N we can get a commutative
diagram

0 −−−−→ Hj −−−−→ Xj
qj−−−−→ Zj −−−−→ 0y y y

0 −−−−→ H −−−−→ c0
q−−−−→ c0/H −−−−→ 0
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where vertical arrows are embeddings and (Zj)j is an increasing sequence of
finite-dimensional spaces such that c0/H =

⋃
j Zj and c0 =

⋃
j Xj .

Since limn ‖Tn(h)‖ = 0 for every h ∈ H and Hj is finite-dimensional, the
sequence (Tn,j)n formed by the restrictions of Tn to Hj converges in norm
to 0. Let υ(j) be a natural number such that ‖Tn,j‖ ≤ 2−j for n ≥ υ(j).
Let T̂n : c0 → Yn be an extension of Tn with ‖T̂n‖ ≤ λ‖Tn‖, which exists by
hypothesis. Let T̂n,j : c0 → Yn be an extension of Tn,j such that ‖T̂n,j‖ ≤
λ‖Tn,j‖, which, once again, exists by hypothesis. Since T̂n− T̂n,j vanishes on
Hj there is an operator φn,j : Zj → Yn such that T̂n− T̂n,j = φn,jqj . But φn,j
admits an extension φ̂n,j : c0/H → Yn with ‖φ̂n,j‖ ≤ λ‖φn,j‖ since c0/H is
a subspace of c0. We now define an operator ψ : c0 → c0(Yn) as follows: for
any x ∈ c0,

ψx(n) = T̂nx− T̂n,jx+ φ̂n,jqx, υ(j) ≤ n < υ(j + 1),

and 0 for n < υ(1). Let us see that ψ is the desired extension of T :

(1) To check ψ takes values in c0(Yn) it is sufficient to do it on
⋃
nXn:

If x ∈
⋃
Xn then x ∈ Xj for some j; consequently, T̂nx − T̂n,jx +

φ̂n,jq(x) = 0 for every n ≥ j.
(2) To estimate ‖ψ‖ it is enough to do it in each coordinate:

‖ψx(n)‖ ≤ ‖T̂n − T̂n,j‖+ ‖φ̂n,jq‖ ≤ λ+ λ2 + 2λ2−j .

The following problem was posed in [CMS].

Problem 5.7. Is l∞/C[0, 1] an LP-space?

We provide a partial answer:

Corollary 5.8. If E is an LP-space then Q[E] is an LP-space.

Proof. By the result of Johnson–Rosenthal–Zippin (see [LT, 1.g.2 and
2.d.1]) and the general techniques used in [CMS] it is enough to work with
subspaces of c0 having the form H = c0(Fn) for finite-dimensional spaces Fn.
These H obviously have the BAP. Every operator t : H → Q[E] can there-
fore be lifted to an operator t1 : H → l∞(E), and then extended to an
operator T : c0 → l∞(E). If Q : l∞(E)→ Q[E] is the natural quotient map
then QT is the desired extension of t.
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