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A reaction-diffusion equation on a net-shaped thin domain

by

Thomas Elsken (Rostock)

Abstract. Let Ωε ⊂ RM+1, 0 < ε ≤ 1, be a net-shaped Lipschitz domain which
collapses to a one-dimensional net as ε ↓ 0. On Ωε we consider the equation ut = ∆u
with von Neumann boundary conditions. We show under quite general conditions that
the semiflows generated by this equation have a limit in a strong sense, the limit semiflow
being generated by an abstract linear operator. Also, under an additional assumption, the
eigenvalues and eigenfunctions of the corresponding operators converge. This allows us to
apply the techniques in [14] to prove the convergence of the nonlinear semiflows generated
by a reaction-diffusion equation on Ωε and the upper-semicontinuity of their attractors
at ε = 0. Our technique also allows us to treat the case that Ωε is smooth and has holes
which vanish of order at least ε in all directions.

1. Introduction. Assume having a reaction-diffusion equation on a do-
main Ωε depending on a parameter ε. As ε→ 0, Ωε ⊂ RNx+Ny collapses to
a lower-dimensional set giving rise to a singular perturbation problem. Of
particular interest is the behavior of the semiflows given by the reaction-
diffusion equation in the limit, and given that these flows have attractors,
how they behave in the limit.

Consider the reaction-diffusion equation

(1.1)
ut(x, y) = ∆u(x, y) + f(u(x, y)), (x, y) ∈ Ωε, t > 0,

∂νu(x, y) = 0, (x, y) ∈ ∂Ωε, t > 0,

where f is a nonlinearity with a suitable growth and dissipative condi-
tion, ν is the outer normal at (x, y) ∈ ∂Ωε, and Ωε collapses to a lower-
dimensional set, often a one-dimensional one.

One of the first to investigate this problem were Hale and Raugel [9].
Their domain Ωε is the ordinate set under a function, and they prove the
existence of a limit flow and—in some sense—the upper-semicontinuity of
their attractors.

M. Prizzi and K. P. Rybakowski generalized Hale and Raugel’s result in
[14] by squeezing a general Lipschitz domain Ω ⊂ RNx+Ny , which e.g. may
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have holes or multiple branches. The corresponding limit equation is an ab-
stract parabolic equation defined on a subspace H1

s (Ω) of H1(Ω). For a wide
class of domains Ω ⊂ R2 (so-called nicely decomposable domains) they de-
scribed the limit problem explicitly. It is a system of second order differential
equations on a graph, coupled by a compatibility condition and a Kirchhoff
type balance condition. Under certain natural conditions on the nonlinear-
ity f they also proved for a general Lipschitz domain in RNx+Ny the existence
of the limit semiflow in a strong sense, and the upper-semicontinuity of the

family of attractors Ãε. In a second paper [15] they show these attractors
to be contained in inertial manifolds of finite dimension.

There is a variety of generalizations in various ways. To mention a few:
F. Antoci and M. Prizzi [2] consider an unbounded domain. For T. Elsken [5]
the linear operator in (1.1) is not the Laplace operator but a general strongly
elliptic one, which may have asymmetrical boundary conditions. In [13] M.
Prizzi, M. Rinaldi and K. P. Rybakowski treat the case that Ωε contracts
to a smooth curve. Hale and Raugel [10] consider an L-shaped domain, and
Q. Fang [7] a thin tubular one. Kosugi [12] treats the corresponding elliptic
equation on a net-shaped smooth domain. He also proves the existence of
solutions for ε > 0 converging to a given solution of the limiting problem.
Saito [17] characterizes the limit of the Laplacian for a domain which shrinks
to a tree. Rubinstein and Schatzmann [16] show for a similar domain the
convergence of the nth eigenvalue of the Laplacian to the nth eigenvalue of
the limiting problem.

In this paper we extend some of the results of [13], [10], [17], [12] and [16]
to more general domains. In particular we show that the L-shaped domains
considered by Hale and Raugel [10] are net-shaped in our sense (see Example
2.1), but we also explicitly allow holes and multiple branches in them. On
the other hand our convergence is slightly weaker than, say, in [10].

Under additional smoothness assumptions the domains can even have a
finite number of holes which decrease in all directions of order ε or less. To
our knowledge this case has not been treated yet.

We assume Ωε ⊂ RM+1 (i.e. Nx = 1, Ny = M) to be only Lipschitz,
bounded and to consist of KE edges and KN nodes, KE ,KN ∈ N, all of
which may have holes or multiple branches. The edges become smooth curves
and the nodes points, as ε→ 0 (see Section 2 for the exact requirements on
Ωε). We prove that the semiflow generated by (1.1) (with f ≡ 0) converges
in a strong sense to the semiflow generated by an abstract (linear) equation
(see Theorem 1.1).

Given natural growth and dissipativity conditions on the nonlinearity f ,
the nonlinear semiflows exist (locally) and converge (see Theorem 1.3). In
general one cannot expect the upper-semicontinuity of attractors as e.g.
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in [14] (see Remark 2.1), but with an additional condition on Ωε one still
gets the same result (see Theorem 1.4).

The conditions mentioned above are abstract ones. We also give some
sufficient conditions which are easier to prove. One of these is that the
edges connect nicely at the node, which is similar to the definition of nicely
decomposed domains in [14]. This condition is also needed in Proposition
3.2 to describe explicitly the limit operator A0 at a node. Just as for nicely
decomposed domains it, is a continuity condition—roughly speaking the
values at the end of edges which connect have to be equal—and a Kirchhoff
type balance condition. We do not describe A0 explicitly on the edges since
this is almost like the description of A0 for nicely decomposed domains
in [14].

We also give an example of a domain which has holes which disappear of
order ε in all directions (see Example 3.2). This implies that under additional
assumptions on the smoothness of Ωε, the limiting problem is unperturbed
upon changing Ωε by introducing finitely many small holes. Since even the
domains considered in e.g. [14] can be viewed as net-shaped (one edge, no
node), this generalizes the results of the afore-mentioned paper, allowing not
only holes which contract in y-direction, but also in x-direction.

For notational simplicity, we restrict ourselves to an example having
three edges meeting in one node, i.e. KE = 3, KN = 1. The case of KE ,
KN arbitrary is a straightforward generalization of the case presented here.

Dividing Ωε into four parts: three edges Ωj,ε, j = 1, 2, 3, and the node
Ω4,ε, we make a transformation from each edge onto a fixed domain Gj ,
j = 1, 2, 3, and expand the node to get G4,ε. Thus L2(Ωε) and H1(Ωε)
become L2

ε ⊂ L2(G1) × L2(G2) × L2(G3) × L2(G4,ε) and H1
ε ⊂ H1(G1) ×

H1(G2) ×H1(G3) ×H1(G4,ε) (see (2.3) and (2.4) for the definitions of L2
ε

and H1
ε ). Note that we do not suppose that there is a transformation from

the node to some fixed domain. In that sense the conditions on the node are
very weak.

We write (1.1) as an abstract equation

(1.2) [ut] = −Aε[u], t > 0,

where, as usual, Aε is defined via a bilinear form aε (see (2.7)).
The “limiting equation” will be shown to be

(1.3) [ut] = −A0[u], t > 0,

where the abstract linear operator A0 : D(A0) ⊂ H1
s → L2

s is defined by a
bilinear form a0 : H1

s ×H1
s → R (see (2.8)). Here L2

s = L2
s(G1)× L2

s(G2)×
L2
s(G3) and H1

s ⊂ H1
s (G1) × H1

s (G2) × H1
s (G3) with some boundary con-

ditions depending on the node G4,ε. As usual, H1
s (Ω) denotes the space of

functions on Ω ⊂ R×RM with derivative 0 in y-direction, and L2
s(Ω) is the

closure of H1
s (Ω) in L2(Ω) (see condition (C7) and Lemma 2.5).
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Comparing the semiflows generated by (1.2) and (1.3) we have the diffi-
culty that eAεt, ε ≥ 0, live on distinct spaces. So we embed L2

s and H1
s in L2

ε

and H1
ε by continuous linear maps ΦLε and ΦHε , respectively (see Lemma 2.6

and condition (C7); roughly speaking, both maps are the identity on each
edge, ΦLε is identically 0 and ΦHε is small at the node).

For the convergence of the semigroups we need equivalent norms ‖ · ‖ε,d,
0 ≤ d ≤ 1, on H1

ε (see (2.2); roughly ‖ · ‖ε,d is the H1-norm on the edges

with the derivatives in y-direction being weighted by ε−d).
We now state the central results of this article although the exact defi-

nitions will be presented in Section 2 as they are rather lengthy.

Theorem 1.1. Assume Ωε satisfies conditions (C1)–(C7) of Section 2.
Let εn ↓ 0, [un] ∈ L2

εn , [u0] ∈ L2
s and assume ‖[un] − ΦLεn [u0]‖L2

εn
→ 0 as

n→∞. Then (‖e−Aεn t[un]−ΦHεn(e−A0t[u0])‖εn,1)n is bounded uniformly on
[t1, t2] and for 0 ≤ d < 1,

‖e−Aεn t[un]− ΦHεn(e−A0t[u0])‖εn,d → 0, n→∞,
uniformly on [t1, t2], for all 0 < t1 < t2 <∞.

Theorem 1.2. Assume Ωε satisfies conditions (C1)–(C8) of Section 2.
Denote by λε,l and λ0,l the eigenvalues of Aε and A0, respectively. Assume
the eigenvalues to be ordered as 0 ≤ λε,1 ≤ λε,2 ≤ . . . , ε ≥ 0, and denote by
[uε,l] ∈ H1

ε the corresponding eigenvectors which form a complete ONS of
L2
ε, ε > 0. If εn → 0 then λεn,l → λ0,l for all l ∈ N. There is a subsequence,

also called εn, and a complete ONS ([u0,l])l of L2
s consisting of eigenvectors

belonging to λ0,l such that ‖[uεn,l] − ΦHεn [u0,l]‖εn,d → 0 as n → ∞, for all
0 ≤ d < 1.

The proofs of Theorems 1.1 and 1.2 will be given in Section 3. They
show that these theorems also hold for any domain having KE edges and
KN nodes, KE ,KN ∈ N arbitrary.

The growth and dissipativeness conditions imposed on the nonlinearity f
are:

(H1) f : R→ R is C1, |f ′(s)| ≤ C(|s|β + 1) for all s ∈ R, where C, β ≥ 0
are some constants; if M > 1, then additionally β ≤ p∗/2−1, where
p∗ = 2(M + 1)/(M − 1) > 2.

(H2) lim sup|s|→∞ f(s)/s ≤ −ξ for some ξ > 0.

Theorem 1.3. Assume Ωε satisfies conditions (C1)–(C6) of Section 2
and (C9), (C10) of Section 3. Let εn ↓ 0, [un] ∈ H1

εn , [u0] ∈ H1
s , and

‖[un]−ΦLεn([u0])‖L2
εn
→ 0 as n→∞. Assume also that f satisfies condition

(H1). Then (1.1) generates a (local) semiflow , called πn, on H1
εn , and

(1.4) [ut] = −A0[u] + f([u])
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generates a (local) semiflow , called π0, on H1
s . Assume that all these semi-

flows exist for 0 ≤ t ≤ T and some T > 0, and satisfy ‖[un]πεnt‖εn,1 ≤ C,
0 ≤ t ≤ T , n ∈ N, for some constant C > 0.

If t0 ∈ ]0, T [, then (‖[un]πnt0 − ΦHεn([u0]π0t0)‖εn,1)n is bounded , and for
0 ≤ d < 1, tn ∈ ]0, T [, tn → t0 as n→∞,

‖[un]πntn − ΦHεn([u0]π0t0)‖εn,d → 0, n→∞.
Theorem 1.4. Assume Ωε satisfies conditions (C1)–(C6) of Section 2,

(C9), (C10) of Section 3, and f satisfies (H1), (H2). Then the semiflows gen-
erated by (1.1) and (1.4) are global ones, and they have attractors Aε ⊂ H1

ε ,
A0 ⊂ H1

s consisting of all full bounded solutions on H1
ε and H1

s which at-
tract every bounded set B ⊂ H1

ε and B ⊂ H1
s , respectively. The family of

attractors is upper-semicontinuous at ε = 0, i.e.

lim
ε↓0

sup
[u]∈Aε

inf
[v]∈A0

‖[u]− ΦHε ([v])‖ε,d = 0

for all 0 ≤ d < 1.

Remark 1.1. In Theorems 1.1–1.4 above the convergence is always in
‖ · ‖ε,d, that is, the derivatives in y-direction are weighted by ε−d, d < 1. In
other papers (e.g. [10], [14]) the convergence is in ‖·‖ε,1, i.e. ε−1‖Dy ·‖L2 → 0
as ε→ 0. This is not true here. The y-derivative divided by ε is bounded in
L2, and may even converge in L2, but the limit in general is not 0 (see e.g.
Lemma 2.13 where the limit of a resolvent is given explicitly).

We shall not prove Theorems 1.3 and 1.4. The proofs are obvious adap-
tations of those in [14]. See also Remark 2.1 concerning Theorem 1.4.

The conditions posed in Section 2 do not allow loops because they can-
not be mapped by a diffeomorphism onto a fixed domain. One can either
change this condition, for example allowing the loop to be mapped by two
diffeomorphisms onto two halves of a fixed domain, or by artificially intro-
ducing a node into the loop, thus creating a domain having one node and
one edge more (see Example 3.1).

This article is organized as follows: in Section 2 we define the basic
domains Ωε in an abstract way, present our notations and basic definitions
and prove Theorems 1.1 and 1.2. In Section 3 we present sufficient simple
conditions under which the abstract ones of the previous section hold. We
characterize the abstract operator A0 at the nodes and give examples of how
introducing a new node one can cut for example a loop or allow very small
holes.

2. The general case. In the rest of this paper ε will always—unless
stated otherwise—denote a number in ]0, 1].
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M ∈ N is a fixed positive natural number. We will write (x, y) for a
generic point in R × RM = RM+1. Let U ⊂ RM+1. Then projx(U) and
projy(U) are the projections onto the first coordinate and the last M coor-
dinates, respectively.

As in [14], [2], [5] and other papers, here also the set of functions on
an open set Ω ⊂ RM+1 which have derivative 0 in y-direction plays an
important rôle. We define

H1
s (Ω) := {u ∈ H1(Ω) | Dyu = 0}, L2

s(Ω) := H1
s

L2(Ω)
(Ω).

Since L2
s(Ω) is a closed subset of L2(Ω), its orthogonal complement exists.

Denote it by L2
⊥(Ω).

For n ∈ N we denote by En ∈ Rn×n the unit matrix and for a vector
x ∈ Rn, ‖x‖ denotes the Euclidian norm.

Let V be a normed space, z ∈ V and δ > 0. Then Bδ(z) ⊂ V denotes
the open ball around z with radius δ. Analogously define Bδ(U) for a set
U ⊂ V .

If U ⊂ Rn then |U | is the Lebesgue measure of U . The closure will be
denoted by U .

For a domain Ω ⊂ RM+1 and x ∈ projx(Ω), (Ω)x := ({x} × RM ) ∩ Ω
denotes the x-section. If x ∈ ∂(projx(Ω)), then (Ω)x denotes the interior
(as a set in RM ) of ({x} ×RM ) ∩Ω. The restriction u|(Ω)x of u ∈ H1(Ω) is
always understood in the sense of traces.

The letter χ will always denote a C∞ cut-off function with χ(x) ≡ 0 for
x ≤ 1/2 and χ(x) ≡ 1 for x ≥ 1.

In the proofs we shall often substitute an index εn by the simpler n. For
example Aεn , H

1
εn and ‖ · ‖εn,d will be An, H

1
n and ‖ · ‖n,d.

We start by defining the domain Ωε which, as already mentioned, will
be net-shaped and consist of one node and three edges. More precisely we
assume Ωε ⊂ RM+1 to be bounded, connected and Lipschitz. Set Ωε =⋃3
j=1Ωj,ε∪Ω4,ε, where the Ωj,ε are mutually disjoint and satisfy the follow-

ing:

Fig. 1. An example of Ωε. The dashed lines indicate the domain in the limit. Note that
to Ω4,ε belongs also the vertical line below the center.
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The edges Ωj,ε, j = 1, 2, 3, have a description

Ωj,ε = Ψε,j(Gj),

where Gj ⊂ R×RM is open, bounded, connected and Lipschitz. To facilitate
notation we assume projx(Gj) = ]0, 1[.

Fig. 2. G1 for the domain in Fig. 1

The transformation Ψε,j : Gj → Ψε,j(Gj) ⊃ Ωj,ε is a C1-diffeomorphism
Tε,j which is close to the identity, followed by a contraction Sε in y-direction
and a C1-diffeomorphism Tj which is independent of ε:

Ψε,j = Tj ◦ Sε ◦ Tε,j .
Here Tε,j : Q1,j ⊃ Gj → Tε,j(Gj) ⊂ Q2,j is a C1-diffeomorphism,Q1,j , Q2,j ⊂
RM+1 fixed, open, bounded sets; Sε(x, y) := (x, εy); and Tj : Q̃j → Tj(Q̃j) ⊂
RM+1 is again a C1-diffeomorphism, Q̃j⊃

⋃
0≤ε≤1 Sε(Tε,j(Gj)) open. Rough-

ly speaking Tε,j is there to give some liberty in choosing the nodes, Sε is
the normal squeezing, and Tj moves an edge into the right position (i.e. to
[0, 1]× RM ), possibly scaling and deforming it in a way independent of ε.

We want an edge to touch the node only at the side corresponding to
({0} × RM ) ∩Gj , so we assume

Ψ−1
ε,j (Ω4,ε ∩Ωj,ε) ⊂ {0} × RM

for all j = 1, 2, 3, i.e. Ωj,ε begins at the node Ω4,ε.

The node Ω4,ε converges to a one-point set, say Ω4,0 = {z0,4} ∈ Tj(Q̃j) ⊂
RM+1 for all j = 1, 2, 3, as ε→ 0. This means that with respect to say L2-
functions it disappears. Nevertheless it is important because it contains the
information about which parts of the beginning of each edge are connected
with each other (e.g. if Ω4,ε is not connected, see Figure 5). What is of less
importance is the exact shape of Ω4,ε (see also remarks in [16], but keep in
mind Figure 4 and Remark 2.1 where the shape does destroy convergence
of eigenvalues).
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We assume the node Ω4,ε has a description Ω4,ε = Ψε,4(G4,ε), where
Ψε,4(z) = εz + zε,4, zε,4 → z0,4 as ε → 0. Note that since Ωj,ε, j = 1, 2, 3,
are open, Ω4,ε is closed in Ωε. It may even have empty interior.

Throughout this article we consider the following additional conditions
(C1)–(C7) on Gj , Tε,j , Tj and G4,ε, where always j = 1, 2, 3. The technical
condition (C2) will only be used in Proposition 2.1. It is an open question if
one could do without it. Condition (C8) will only be used for Theorem 1.2.
(C7) and (C8) are abstract conditions: there will be more explicit sufficient
ones in Section 3.

For j = 1, 2, 3 we suppose

(C1) Gj ∩ ({0}×RM ) has finitely many connected components with pos-
itive M -dimensional measure.

(C2) There are at most countably many open, connected, pairwise disjoint
U j,l ⊂ Gj , l ∈ IΩ, such that each U j,l has connected x-sections and

E := {x ∈ R | ∃y ∈ RM (x, y) ∈ Gj \
⋃
l∈IΩ U

j,l} has at most finitely
many accumulation points.

(C3) Tε,j(x, y)→ (x, y), ε→ 0, pointwise for all (x, y) ∈ Gj , and if (Tε,j)x
denotes the x-component of Tε,j , then (Tε,j)x → projx|Gj uniformly
on Gj .

(C4) There is a C > 0 such that for all ε ≤ 1, v ∈ RM+1, ‖v‖ = 1,

sup
(x,y)∈Gj

‖DTε,j(x, y)v‖, sup
(x,y)∈Tε,j(Gj)

‖DT−1
ε,j (x, y)v‖ < C.

(C5) Define Tε,j , T ∗ε,j by DTε,j(x, y) = EM+1 − Tε,j(x, y), (DTε,j(x, y))−1

= EM+1 + T ∗ε,j(x, y). Denote the elements of these matrix functions
by Tε,j,l,k and T ∗ε,j,l,k, l, k = 0, . . . ,M . We assume

sup
0<ε≤1, (x,y)∈Gj

(
1

ε
|Tε,j,0,l(x, y)|, 1

ε
|T ∗ε,j,0,l(x, y)|

)
<∞,

Tε,j(x, y), T ∗ε,j(x, y)→ 0, ε→ 0,

and there are maps Tj = (Tj,1, . . . , Tj,M ) : Gj → RM such that

lim
ε↓0

1

ε
Tε,j,0,l(x, y) = lim

ε↓0
1

ε
T ∗ε,j,0,l(x, y) = Tj,l(x, y)

for all (x, y) ∈ Gj , l = 1, . . . ,M .
(C6) G4,ε is bounded independently of ε, i.e. there is a positive RΩ such

that G4,ε ⊂ BRΩ (0) for all 0 < ε ≤ 1.
(C7) Define H1

s as the set of all [u] = [u1, u2, u3] ∈ H1
s (G1) ×H1

s (G2) ×
H1
s (G3) such that there are a constant β > 0, a sequence εn ↓ 0

(both dependent on [u]), and ûn ∈ H1(Ωεn) such that ûn◦Ψεn,j ⇀ uj
weakly in H1(Gj), j = 1, 2, 3, and
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3∑

j=1

ε−1
n ‖Dy(ûn ◦ Ψεn,j)‖L2(Gj)

+ εn‖ûn ◦ Ψεn,4‖2L2(G4,εn) +
1

εn
‖D(ûn ◦ Ψεn,4)‖2L2(G4,εn) < β.

We assume H1
s is a closed subspace of H1

s (G1)×H1
s (G2)×H1

s (G3)
and for every ε > 0 there is a linear map ΦHε : H1

s → H1(G1) ×
H1(G2)×H1(G3)×H1(G4,ε) and a constant C > 0, independent of ε,
such that (ΦHε [u])j = (ΦHε [u1, u2, u3])j = uj for all [u] = [u1, u2, u3],
j = 1, 2, 3,

(2.1) C
3∑

j=1

‖uj‖2H1(Gj)
≥ ε‖(ΦHε [u])4‖2L2(G4,ε)

+
1

ε
‖D(ΦHε [u])4‖2L2(G4,ε)

→ 0

as ε → 0, and ûε := (ΦHε [u1, u2, u3])j ◦ Ψ−1
ε,j on Ωj,ε, j = 1, . . . , 4, is

a function in H1(Ωε) (i.e. ΦHε [u] comes from the H1-function ûε via
the transformations Ψε,j).

(C8) If C > 0, εn → 0, [un] ∈ H1
εn , ‖[un]‖εn,1 ≤ C and ‖[un]‖L2

εn
= 1 for

all n, then εn‖un,4‖2L2(G4,εn) → 0 as n→∞.

In the limit Ωε collapses to the one-dimensional net

Ω0 =
3⋃

j=1

Ωj,0 ∪ {z0,4}.

If we set Ψ0,j(x) := Tj(x, 0) : [0, 1] → RM+1, then Ωj,0 = Ψ0,j(]0, 1[) (see
Lemma 2.2 below), j = 1, 2, 3.

Example 2.1 (L-shaped domains with holes). Let gj ∈ C2([0, 1], ]0,∞[),
j = 1, 2, and set

Ωε := {(x, y) ∈ R2 | 0 < y < εg1(x), 0 < x < 1}
∪ {(x, y) ∈ R2 | 0 < x < εg2(y), 0 < y < 1}.

Ωε is the L-shaped domain considered in [10]. We will show that Ωε is
net-shaped in our sense, with KE = 2 and KN = 1.

We have to divide Ωε. To do that let Cg > ‖gj‖∞, j = 1, 2, and 0 <
ε0 < 1/3Cg. Divide Ωε into two edges Ωj,ε ⊂ Ωε, j = 1, 2, and Ω3,ε :=
Ωε \ (Ω1,ε ∪Ω2,ε), 0 < ε ≤ ε0, by setting

Ω1,ε := {(x, y) ∈ R2 | 0 < y < εg1(x), εCg < x < 1},
Ω2,ε := {(x, y) ∈ R2 | 0 < x < εg2(x), εCg < y < 1}.

Then Ωε =
⋃3
j=1Ωj,ε is bounded, connected, and since x 7→ (x, εg1(x)) and

y 7→ (εg2(y), y) do not intersect tangentially for 0 < ε ≤ ε0 (possibly upon
decreasing ε0 a little), Ωε is also Lipschitz. The sets Ω1,ε, Ω2,ε, Ω3,ε are
mutually disjoint.
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Fig. 3. An example of an L-shaped domain Ωε with holes

Now we define the diffeomorphisms Tε,j , j = 1, 2. Recall that χ is a
cut-off function, χ′ ≥ 0, χ(x) = 0 for x ≤ 1/2 and χ(x) = 1 for x ≥ 1.
Extend g1, g2 to C2-functions on R in such a way that

0 < inf
x∈R
|gj(x)| ≤ sup

x∈R
|gj(x)| < Cg, j = 1, 2.

Set

T1(x, y) := (x, g1(x)y), T2(x, y) := (g2(x)y, x), Sε(x, y) := ε(x, y),

Tε,1(x, y) := Tε,2(x, y)

:=

(
xχ

(
x

εCg
− 2

)
+

(
1

2
x+ εCg

)(
1− χ

(
x

εCg
− 2

))
, y

)
.

Then Tε,j(x, y) =
(

1
2x + εCg, y

)
for x < 2εCg, Tε,j = id for x > 3εCg, and

1/2 ≤ ∂xTε,j(x, y) ≤ 1 + ‖χ′‖∞ for 2εCg ≤ x ≤ 3εCg, j = 1, 2.
Hence Tε,j , Tj , Sε : R2 → R2 are C1-diffeomorphisms, as are Ψε,j =

Tj ◦ Sε ◦ Tε,j , j = 1, 2.
Set G1 := G2 := ]0, 1[× ]0, 1[. These are obviously bounded, open, con-

nected, Lipschitz sets and projx(Gj) = ]0, 1[. It is easily seen that Ψε,j |Gj :

Gj → Ωj,ε is bijective.
Set G3,ε := {(x, y) ∈ R2 | 0 < y < g1(εx), 0 < x ≤ Cg} ∪ {(x, y) ∈ R2 |

0 < x < g2(εy), 0 < y ≤ Cg} and Ψε,3(z) := εz. Then Ψε,z|G3,ε : G3,ε → Ω3,ε

is bijective.
Since Ψε,1(0, y) = ε(Cg, g1(εCg)y) and Ψε,2(x, y) = ε(g2(εCg)y, Cg), it

follows that Ψ−1
ε,j (Ω3,ε ∩Ωj,ε) ⊂ {0} × R, j = 1, 2.

Conditions (C1)–(C4) and (C6) are obviously satisfied. We show that
(C9) and (C10) of Section 3 hold; then by Proposition 3.1 below, (C7) and
(C8) also hold.

Note that Ω3,ε is connected. Set ωj,x := ]0, 1[. Then Gj =
⋃

0<x<1 ωj,x.
That is, in Definition 3.1 we have Lj = 1, δ = 1, Gj,1 = Gj, j = 1, 2, and
SΩ = {(1, 1), (2, 1)}.

For all 0 < ε ≤ ε0 we have (0, 1/2) ∈ ∂G1 ∩ ∂G2, Ψε,1(0, 1/2) =
ε
(
Cg,

1
2g1(εCg)

)
, and Ψε,2(0, 1/2) = ε

(
1
2g2(εCg), Cg

)
∈ Ω3,ε. Choose 0 <
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δ1 <
1
3 infx∈R(g1(x), g2(x)) and set

U := (]δ1, Cg + δ1[× ]δ1, 2δ1[) ∪ (]δ1, 2δ1[× ]δ1, Cg + δ1[).

This is the U1,1,2,1 of Definition 3.1. If x ∈ ]δ1, Cg + δ1[ and y ∈ ]δ1, 2δ1[,
then by the choice of ε0 and δ1 we have 0 < εx < 2/3 and 0 < y < εg1(x),
yielding Ψε,3(x, y) ∈ Ωε. If additionally x > Cg, then Ψε,3(x, y) ∈ Ω1,ε and

projx(Ψ−1
ε,1 ◦Ψε,3(x, y)) = 2ε(x−Cg) ∈

]
0, 1

2εCg
[
. Analogous statements hold

for the second set in the definition of U .
Hence, if in Definition 3.1 we choose r := δ1/3, zε,1,1 :=

(
Cg + 1

2δ1,
3
2δ1

)

and zε,2,1 :=
(

3
2δ1, Cg+ 1

2δ1

)
, all conditions of the definition are satisfied, i.e.

G1 and G2 connect nicely and Ωε is nicely connected, that is, (C9) holds.
By Proposition 3.1, (C7) holds and

H1
s ={[u1, u2] | uj∈H1

s (]0, 1[), j = 1, 2, u1(0, ·)|]0,1[ = u2(0, ·)|]0,1[ as traces}.
To prove (C10) we divide G3,ε into three parts: a rectangle in the middle
with corners at 0 and the intersection of εg1(x) with εg2(y), and each of the
remaining parts connecting it to the edges.

By the Implicit Function Theorem (possibly decreasing ε0 slightly) there
is a neighborhood W ⊂ R2 of 0 and a function x : ]0, ε0] → R such that
y = εg1(x), x = εg2(y) for (x, y) ∈ W if and only if x = x(ε), y = y(ε) :=
εg1(x(ε)). The functions x(ε), y(ε) are C2 and x(ε)/ε, y(ε)/ε are bounded
away from ∞ and 0 as ε ↓ 0.

Set G3,j := ]0, 1[ × ]0, 1[, j = 1, 2, 3, and define C1-diffeomorphisms
Ψε,3,j : R2 → R2, j = 1, 2, 3, by

Ψε,3,1(x, y): = ε−1(y(ε)x, x(ε)y),

Ψε,3,2(x, y): = ((Cg − x(ε))x+ x(ε), g1(ε((Cg − x(ε))x+ x(ε)))y),

Ψε,3,3(x, y): = (g2(ε((Cg − y(ε))y + y(ε)))x, (Cg − y(ε))y + y(ε)).

We get

G3 \
3⋃

j=1

Ψε,3,j(G3,j) = ({x(ε)} × ]0, y(ε)[) ∪ (]0, x(ε)[× {y(ε)}).

For Uk and Uε,k,j,l in (C10) we can simply choose the same sets as before,
that is, U and Bδ1/3(zε,1,1) (choose (j, l) = (1, 1)). Then all conditions of
(C10) are satisfied.

We have just shown that the L-shaped domains Hale and Raugel consider
in [10] are net-shaped in our sense. Their convergence is stronger than ours
(see Remark 1.1), but we can handle L-shaped domains with holes.

For example, if we keep everything as before, only changing G1 and G3,1

by setting G1 := G3,1 := ]0, 1[2\B1/4(1/2, 1/2), then Ω1,ε and Ω3,ε each have
a hole which contracts, for the former, only in y-direction, and for the latter
in all directions of order ε. (C1)–(C6) obviously remain true. For (C9) and
(C10) we may have to change U by making δ1 smaller. For example choosing
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0 < δ1 <
1
12 infx∈R(g1(x), g2(x)) will be sufficient. Hence Ωε connects nicely,

H1
s remains unchanged, and (C9) and (C10) are satisfied.

Solving the limit problem A0[u1, u2] = [w1, w2] means solving the follow-
ing problems (see [10] for the domain without holes, [14] and Proposition 3.2
if there are holes): there are u1, u2, w1, w2 : [0, 1]→ R such that

(u′j(x)gj(x))′ = −wj(x)gj(x), x ∈ ]0, 1[, j = 1, 2,

u1(0) = u2(0),

u′1(1) = u′2(1) = 0, u′1(0)g1(0) + u′2(0)g2(0) = 0,

for the domain without holes. With the holes we have to divide G1 into four
subsets with connected x-sections (see the definition of nicely decomposed

in [14]). Set h : [1/4, 3/4] → R, h(x) :=
√

1/16− (x− 1/2)2. Then these
subsets are: ]0, 1/4[ × ]0, 1[, {(x, y) ∈ R2 | 1/4 ≤ x ≤ 3/4, 0 < y < 1/2 −
h(x)}, {(x, y) ∈ R2 | 1/4 ≤ x ≤ 3/4, 1/2 + h(x) < y < 1}, ]3/4, 1[ × ]0, 1[.
On each of these sets u1 and w1 are functions of x only, hence we have
to find u2, w2 : [0, 1] → R, u1,1, w1,1 : [0, 1/4] → R, u1,2, u1,3, w1,2, w1,3 :
[1/4, 3/4]→ R, and u1,4, w1,4 : [3/4, 1]→ R such that

(u′2(x)g2(x))′ = −w2(x)g2(x), x ∈ ]0, 1[,

(u′1,1(x)g1(x))′ = −w1,1(x)g1(x), x ∈ ]0, 1/4[,

(u′1,j(x)g1(x)(1/2− h(x)))′ = −w1,j(x)g1(x)(1/2− h(x)),

x ∈ ]1/4, 3/4[, j = 2, 3,

(u′1,4(x)g1(x))′ = −w1,4(x)g1(x), x ∈ ]3/4, 1[,

u1,1(0) = u2(0), u1,1(1/4) = u1,2(1/4) = u1,3(1/4),

u1,2(3/4) = u1,3(3/4) = u1,4(3/4),

u′1,4(1) = u′2(1) = 0, u′1,1(0)g1(0) + u′2(0)g2(0) = 0,

2u′1,1(1/4) = u′1,2(1/4) + u′1,3(1/4), 2u′1,4(3/4) = u′1,2(3/4) + u′1,3(3/4).

Note that the hole in Ω3,ε has no influence at all on the limit problem.

Define Aε,j : Gj → R(M+1)×(M+1), j = 1, 2, 3, by

Aε,j(x, y) :=




1

ε
. . .

ε




(DTε,j(x, y))−1




1

1/ε
. . .

1/ε




× (DTj(Sε ◦ Tε,j(x, y)))−1.

In [14] the convergence of the semigroups is in the norm ‖u‖L2 +‖Dxu‖L2

+ε−1‖Dyu‖L2 . Here we will have convergence with respect to the equivalent
norm ‖ · ‖ε,d, 0 ≤ d < 1, on H1

ε defined by (for 0 ≤ d ≤ 1)
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‖[u]‖2ε,d :=
3∑

j=1

�

Gj

(
u2
j + (Dxuj)

2 +
1

ε2d
|Dyuj |2

)
dx dy(2.2)

+
�

G4,ε

(
εu2

4 +
1

ε
|Du4|2

)
dz.

We divide Ωε into the above-mentioned three edges Ωj,ε, j = 1, 2, 3, and
the node Ω4,ε, which in turn get transformed by Ψε,j into Gj , j = 1, 2, 3,
and G4,ε. Thus we can identify L2(Ωε), H

1(Ωε) with

(2.3) L2
ε := {[u] = [u1, . . . , u4] | uj ∈ L2(Gj), j = 1, 2, 3, u4 ∈ L2(G4,ε)},

([u], [v])L2
ε

:=

3∑

j=1

�

Gj

ujvj dλε,j + ε
�

G4,ε

u4v4 dz,

(2.4) H1
ε := {[u] ∈ L2

ε | uj ∈ H1(Gj), j = 1, 2, 3, u4 ∈ H1(G4,ε),

∃û ∈ H1(Ωε) û ◦ Ψε,j = uj , j = 1, . . . , 4},

([u], [v])H1
ε

:= ([u], [v])L2
ε

+
1

ε

�

G4,ε

DujDvj dz

+
3∑

j=1

�

Gj

(
Dxuj ,

1

ε
Dyuj

)
Aε,j(x, y)ATε,j(x, y)

(
Dxvj ,

1

ε
Dyvj

)T
dλε,j ,

with norms ‖ · ‖L2
ε
, ‖ · ‖H1

ε
, respectively. Here we used measures on RM+1

defined by

λε,j(A) :=
�

A

|detDTε,j(x, y)| |detDTj(Sε ◦ Tε,j(x, y))| dx dy,

λj(A) :=
�

A

|detDTj(x, 0)| dx dy

for all Lebesgue measurable sets A ⊂ Gj , j = 1, 2, 3.

Two functions uj ∈ L2(Gj), ûj ∈ L2(Ωj,ε) (uj ∈ L2(G4,ε) if j = 4) will
always—unless stated otherwise—be related by uj = ûj ◦ Ψε,j , j = 1, . . . , 4.

Given uj , j = 1, 2, 3 or j = 1, . . . , 4, we write [u] for [u1, u2, u3] and
[u1, . . . , u4], respectively. It will be clear from the context which case is
meant.

The definition of L2
ε and H1

ε with the respective scalar products in (2.3),
(2.4) is just a change of variables on each subset Ωj,ε, j = 1, . . . , 4, the
measures λε,j being the Jacobians of the respective transformations dropping
the common factor εM . Thus û ∈ L2(Ωε) iff [u] ∈ L2

ε and ‖û‖2L2(Ωε)
=

εM‖[u]‖2L2
ε
; û ∈ H1(Ωε) iff [u] ∈ H1

ε and ‖û‖2H1(Ωε)
= εM‖[u]‖2H1

ε
. Also, if

[uε] ∈ H1
ε is such that (‖[uε]‖ε,1)ε>0 is bounded, then (ε−M‖ûε‖H1(Ωε))ε>0

is bounded as well (see Lemma 2.7(iii) below).



172 T. Elsken

We have already introduced the space H1
s in (C7); let L2

s be the closure
of H1

s in L2(G1)× L2(G2)× L2(G3). We introduce inner products on them
by

([u], [v])L2
s

:=
3∑

j=1

�

Gj

ujvj dλj ,(2.5)

([u], [v])H1
s

:= ([u], [v])L2
s

+
3∑

j=1

�

Gj

DxujDxvj dλj.(2.6)

Denote the respective norms by ‖ · ‖L2
s

and ‖ · ‖H1
s
.

We write equation (1.1) and the limit equation as abstract equations on
L2
ε and L2

s, respectively. As usual, the abstract linear operators involved,
namely Aε and A0, are generated by bilinear forms aε : H1

ε ×H1
ε → R and

a0 : H1
s ×H1

s → R, respectively. These bilinear forms are defined as follows:

aε([u], [v]) :=

3∑

j=1

�

Gj

(
Dxuj ,

1

ε
Dyuj

)
Aε,jATε,j

(
Dxvj ,

1

ε
Dyvj

)T
dλε,j(2.7)

+
1

ε

�

G4,ε

Du4Dv4 dz,

a0([u], [v]) :=
3∑

j=1

�

Gj

DxujDxvj |Ψ ′0,j(x)|−2|det DTj(x, 0)| dx dy(2.8)

=
3∑

j=1

�

Gj

DxujDxvj |(1, 0)DT Tj (x, 0)|−2 dλj .

It is well known (see e.g. [14, Proposition 2.2]) that if V,H are two infinite-
dimensional Hilbert spaces, V ⊂ H densely and compactly, ‖ · ‖V , ‖ · ‖H
denote the norms on V and H, respectively, 〈·, ·〉H the inner product on H,
and a : V × V → R is a symmetric bilinear form satisfying

|a(u, v)| ≤ C1‖u‖V ‖v‖V , a(u, u) ≥ C2‖u‖2V − C3‖u‖2H ,
C1, C2, C3 constants, then a defines, via a(u, v) = 〈w, v〉H for all v ∈ V ,
a linear selfadjoint operator A : D(A) ⊂ V → H with compact resolvent.
Moreover, D(A) ⊂ V, D(A) ⊂ H densely and there is a complete orthonor-
mal system (ONS) of H consisting only of eigenvalues of A.

By Lemmas 2.1 and 2.7 below we can apply this to the cases above.
Call the resulting operators Aε and A0. They are sectorial, and the linear
semigroups e−Aεt, ε ≥ 0, as well as the fractional power spaces exist. There
are complete ONS of L2

ε and L2
s consisting of eigenvectors of Aε and A0,

respectively.
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Equation (1.1) then becomes

(2.9) [ut] = −Aε[u], t > 0,

and the limit equation will be [ut] = −A0[u], t > 0.
It is clear that it suffices to investigate the behavior of the semiflow

generated by equation (2.9) because a simple transformation changes it into
the semiflow generated by (1.1).

Henceforth we shall only treat equation (2.9).
We start with a few lemmas which are easy consequences of conditions

(C1)–(C7).

Lemma 2.1. There is a constant C > 0 such that for all j = 1, 2, 3,
0 < ε ≤ 1 and v ∈ RM+1, ‖v‖ = 1,

1

C
≤ ‖DTj(x, y)v‖, |detDTj(x, y)|, ‖DTε,j(x, y)v‖, |detDTε,j(x, y)| ≤ C,

for all possible (x, y).

Note that by Lemma 2.1 similar estimates hold for DT−1
j , DT−1

ε,j , DT Tj ,

and DT Tε,j . The lemma is easily proved by using the fact that Tj is a diffeo-

morphism on a compact set and condition (C4).

Lemma 2.2. As ε→ 0,

Ψε,j(x, y)→ Ψ0,j(x), DΨε,j(x, y)→ (Ψ ′0,j(x), 0, . . . , 0)

pointwise for all (x, y) ∈ Gj , j = 1, 2, 3. Moreover , there is a constant C
such that ‖Ψε,j(x, y)‖, ‖DΨε,j(x, y)v‖ < C for all v ∈ RM+1, ‖v‖ = 1, 0 <
ε ≤ 1, (x, y) ∈ Gj , and Ψ ′0,j(x) 6= 0 for all x and j.

Proof. By (C3) and (C5), Sε◦Tε,j(x, y)→ (x, 0) and D(Sε◦Tε,j)(x, y)→
(e1, 0, . . . , 0). Together with Lemma 2.1 this proves the result.

Lemma 2.3. For all j = 1, 2, 3 the following hold :

(i) There is a constant C > 0 such that for all 0 < ε ≤ 1, (x, y) ∈ Gj ,
v ∈ RM+1, ‖v‖ = 1,

1

C
≤ |detAε,j(x, y)|, ‖Aε,j(x, y)v‖ ≤ C.

(ii) We have

Aε,j(x, y)→
(

1 Tj(x, y)

0 EM

)
DT−1

j (x, 0)

pointwise on Gj , as ε ↓ 0, where Tj is the function of condition (C5).

Proof. This is straightforward, using conditions (C3)–(C5) and Lem-
ma 2.1.

For completeness we now bring in a technical lemma we shall need.
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Lemma 2.4. Let Ω ⊂ ]0,∞[ × RM be open, bounded , Lipschitz , 0 ∈
projx(Ω) and assume (Ω)0 6= ∅ (recall that (Ω)0 is the interior , as an M -
dimensional set , of the intersection ({0} × RM ) ∩ Ω). Let εn → 0 and w ∈
H1(Ω) with w|(Ω)0

= 0 (as a trace). Then

1

εn
‖w‖2L2({(x,y)∈Ω:0<x≤εn}) → 0, n→∞.

Proof. Extend w to w̃ ∈ H1(RM+1) and set {0}×ω=Ω ∩ ({0}×RM ).
Approximate w̃ in H1(RM+1) by C∞-functions w̃n. Then the w̃n|Ω approx-
imate w in H1(Ω) and w̃n|(Ω)0

→ w|(Ω)0
= 0 in L2((Ω)0). We get for δ > 0,

as n→∞,

‖w̃‖2L2({0}×Bδ(ω)) ← ‖w̃n‖2L2({0}×Bδ(ω)) =
�

Bδ(ω)

w̃2
n(0, y) dy

=
�

Bδ(ω)\ω
w̃2
n(0, y) dy +

�

ω

w̃2
n(0, y) dy →

�

Bδω\ω
w̃2(0, y) dy

and as δ ↓ 0,

(2.10) ‖w̃‖2L2({0}×Bδ(ω)) → 0.

There is a sequence of positive numbers δn → 0 such that

(2.11) projy({(x, y) ∈ Ω | 0 < x ≤ εn}) ⊂ Bδn(ω).

We get
1

εn

�

{(x,y)∈Ω | 0<x≤εn}
w2 dx dy

≤ 2

εn

�

{(x,y)∈Ω | 0<x≤εn}
|w(x, y)− w̃(0, y)|2 dx dy

+
2

εn

�

{(x,y)∈Ω | 0<x≤εn}
w̃(0, y)2 dx dy

≤ 2

εn

εn�

0

‖w̃(x, y)−w̃(0, y)‖2L2(RM ) dx

︸ ︷︷ ︸
≤(C/εn) � εn0 x‖w̃‖2

H1(RM+1)
dx

+2‖w̃‖2L2({0}×projy{(x,y)∈Ω | 0<x≤εn})→0,

where C is a constant and we have used Theorem 6.2.29 of [8], (2.10) and
(2.11).

The next lemma characterizes H1
s (Ω) and L2

s(Ω).

Lemma 2.5. (i) Let uj ∈ H1
s (Gj), j = 1, 2, 3. Then [u] ∈ H1

s iff there is
a [v] ∈ H1

s and uj |(Gj)0
= vj |(Gj)0

, j = 1, 2, 3 (as traces). Note that if

(Gj)0 = {0} × ωj,0, then ωj,0 is open and nonempty , for j = 1, 2, 3.
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(ii) H1
s ⊂ L2

s densely and compactly and L2
s = L2

s(G1) × L2
s(G2) ×

L2
s(G3). Moreover , setting L2

⊥ = L2
⊥(G1) × L2

⊥(G2) × L2
⊥(G3) we

have L2(G1)× L2(G2)× L2(G3) = L2
s ⊕ L2

⊥.

Proof. L2
s =

∏3
j=1 L

2
s(Gj) follows because every uj ∈ L2

s(Gj) can be

approximated by un,j ∈ H1
s (Gj) with un,j = 0 for x near 0. By part (i),

[un] ∈ H1
s . The rest of part (ii) is trivial.

To proof (i), notice that if j, k ∈ {1, 2, 3} and j 6= k, then Ωε being open
and connected implies there is a path γ in Ωε starting in Ωj,ε and ending
in Ωk,ε. Moreover, Ωj,ε ∩Ωk,ε = ∅, and both sets are open, so γ has to pass

through Ωj,ε ∩Ω4,ε. But then the assumption Ψ−1
ε,j (Ωj,ε ∩Ω4,ε) ⊂ {0}×RM

implies (Gj)0 has nonempty interior, i.e. ωj,0 is open and nonempty.
Let [v] ∈ H1

s and uj ∈ H1
s (Gj) be as in (i). By condition (C7) there are

v̂ε ∈ H1(Ωε) and C > 0 such that v̂ε ◦ Ψε,j = vj . Set

uε,j(x, y) := vj(x, y) + χ(ε−1x)(uj(x, y)− vj(x, y)) ∈ H1
s (Gj),

ûε(z) :=

{
v̂ε(z), z ∈ Ω4,ε,

uε,j ◦ Ψ−1
ε,j (z), z ∈ Ωj,ε, j = 1, 2, 3.

Then ûε ∈ H1(Ωε) and

‖uε,j − uj‖2L2(Gj)
≤

�

{(x,y)∈Gj | 0<x≤ε}
|vj − uj | dx dy → 0,

‖Dyuε,j −Dyuj‖L2(Gj) = 0,

‖Dxuε,j‖L2(Gj) ≤ 2‖Dxvj‖L2(Gj) + ‖Dxuj‖L2(Gj)

+
1

ε
‖χ′‖∞

�

{(x,y)∈Gj | 0<x≤ε}
|uj − vj | dx dy.

Let εn → 0. By Lemma 2.4 the last term above tends to zero. Since
(‖uεn,j‖H1(Gj))n is bounded, taking a subsequence, also called εn, we can

assume (uεn,j)n to converge weakly in H1(Gj), the weak limit being uj . By
(C7), [u] ∈ H1

s follows.

Proposition 2.1. Fix j ∈ {1, 2, 3}. Denote by L̃2
s the set of all L2-

functions which are locally functions of x only , i.e.

L̃2
s := {u ∈ L2(Gj) | ∃S ⊂ Gj , |S| = 0 ∀(x0, y0) ∈ Gj ∃Ṽ = Ṽ (x0, y0) ⊂ Gj

open, (x0, y0) ∈ Ṽ , ũ = ũ(x0, y0) ∈ L2(projx(Ṽ ))

such that u(x, y) = ũ(x) ∀(x, y) ∈ Ṽ \ S}.
Then L2

s(Gj) = L̃2
s and L∞(Gj) is dense in L2

s(Gj). Moreover , if u ∈
H1
s (Gj), then ∂xu ∈ L2

s(Gj).

Proof. In this proof we drop the index j, that is, Gj becomes Ω.
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We only suppose of Ω that it is open, bounded, connected and there
is a subdivision of Ω as in condition (C2), i.e. there are open, connected,
pairwise disjoint Ul ⊂ Ω, each Ul has connected x-sections and E := {x ∈ R |
∃y ∈ RM (x, y) ∈ Ω \⋃l Ul} has at most finitely many accumulation points.

In this proof we write L2 for L2(Ω). If the underlying space is not Ω it
will be mentioned explicitly. Other function spaces will be treated likewise.

Recall that for an open set U ⊂ RM+1 and x ∈ R the set (U)x :=
U∩({x}×RM) is the x-section of U . For (x, y) ∈ U we denote the connected
component of (U)x which contains (x, y) by Ux(y).

The proof will be given through a series of claims.

Claim 1. There are at most countably many Ṽj such that Ω =
⋃
j Ṽj

and

L̃2
s = {u ∈ L2 | ∃S ⊂ Ω, |S| = 0 ∀j ∃ũj ∈ L2(projx(Ṽj)),

u(x, y) = ũj(x) for all (x, y) ∈ Ṽj \ S}.

If u ∈ L̃2
s, then u has a representative ũ and there are a nullset S̃ ⊂ Ω and

ũj ∈ L2(Ṽj) such that |projx(S̃)| = 0 and ũ(x, y) = ũj(x) for (x, y) ∈ Ṽj \ S̃
and all j.

Claim 2. E is at most countable and we can assume that Ω \ ⋃l Ul =⋃
x∈E{x} × (Ω)x.

Claim 3. For all l 6= l̃, x ∈ projx(Ul) ∩ projx(U
l̃
) we have (Ul)x ∩ (U

l̃
)x

= ∅. Also, if (x, y) ∈ Ul for some l, then (Ul)x = Ωx(y).

Claim 4. Let U be an open, connected , bounded set with connected x-
sections and u ∈ L2(U) be a function depending locally on x only. Then for
every δ > 0 there is a function w ∈ H1

s (U) with ‖u−w‖L2(U) < δ. Moreover
w is a function of x only and w ∈ C∞0 (projx(U)).

Claim 5. Given u ∈ L̃2
s there is a sequence wn ∈ H1

s ∩ C∞ such that
‖u− wn‖L2 → 0, n→∞.

Claim 5 immediately implies L̃2
s ⊂ L2

s.

Assuming the claims above, we now show that L2
s ⊂ L̃2

s. This then im-
mediately implies ∂xu ∈ L2

s for each u ∈ H1
s , and C∞(Ω) is dense in L2

s.
Let u ∈ H1

s . Theorem 2.5 of [14] implies there is a nullset S ⊂ Ω such

that for all (x0, y0) ∈ Ω there is an open neighborhood Ṽ of (x0, y0) and a

function ũ(x) defined on projx(Ṽ ) with u(x, y) = ũ(x) for all (x, y) ∈ Ṽ \S.

Thus H1
s ⊂ L̃2

s. By the first claim L̃2
s is closed in L2, and L2

s ⊂ L̃2
s follows.

We now prove the claims.
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Proof of Claim 1. If open Ṽj are such that Ω =
⋃
j Ṽj , then obviously

L̃2
s contains the set in Claim 1. We have to show the existence of Ṽj such

that the other inclusion is true as well.
For (x, y) ∈ Ω there is an r = r(x, y) > 0 such that ]x − r, x + r[ ×∏M

j=1]yj − r, yj + r[ ⊂ Ω. We can cover Ω by countably many of these sets;

denote them by Ṽj , j ∈ N.

Let u ∈ L̃2
s. We have to show there is a nullset S̃ ⊂ Ω and for each j a

function ũj ∈ L2(projx(Ṽj)) with u(x, y) = ũj(x) for all (x, y) ∈ Ṽj \ S̃.

The sets Ṽ (x0, y0) in the definition of L2
s give an open covering of Ω

(depending on u). Choose a countable subcovering, denoted by Ũl, and let

ũl ∈ L2(projx(Ũl)) be the corresponding functions.
We change u on a nullset: if (x, y) ∈ S and there is no r > 0 with

{x} × Br(y) ⊂ S, then for l 6= l̃ and (x, y) ∈ Ũl ∩ Ũl̃ we have Ũl ∩ Ũl̃ ∩
({x} × RM ) 6= ∅, and ũl(x) = u(x, y1) = ũ

l̃
(x) for suitable y1 ∈ RM . That

is, we can define u(x, y) := ũl(x) if (x, y) ∈ Ũl ∩ S.
Redefining u in this way we can assume that for all (x, y) ∈ S there is an

r = r(x, y) > 0 with {x}×Br(y) ⊂ S. But then projx(S) is a one-dimensional
nullset.

Set S̃ =
⋃
x∈projx(S){x} × (Ω)x. Then |S̃| = 0 and for (x, y) ∈ Ṽj \ S̃ we

can define ũj(x) := u(x, y). Now, u ∈ L2 and |(Ṽj)x| > rj for some rj > 0

imply ũj ∈ L2(projx(Ṽj)).

Proof of Claim 2. Since E has at most finitely many accumulation
points, E is countable. For each l the set Ul \

⋃
x∈E{x}× (Ω)x consists of at

most countably many sets which are open, connected and have connected
x-sections. Using these sets instead of Ul we can without loss of generality
assume Ω \⋃l Ul =

⋃
x∈E{x} × (Ω)x.

Proof of Claim 3. We have (Ul)x ∩ (U
l̃
)x = ∅ since Ul ∩ Ul̃ = ∅. Now

let (x, y) ∈ Ul. Obviously (Ul)x ⊂ Ωx(y). Let (x, y1) ∈ Ωx(y) \ (Ul)x. Then

x 6∈ E by Claim 1 and there is an l̃ 6= l such that (x, y1) ∈ (U
l̃
)x. Hence the

connectable open set Ωx(y) (viewed as a set in RM ) is the union of open
(in RM ), pairwise disjoint sets (Uk)x, with k varying in an at most countable

set containing l and l̃. This cannot be, thus Ωx(y) \ (Ul)x = ∅.
Proof of Claim 4. Let δ > 0 and U, u be as stated in the claim. Note

that U satisfies the conditions imposed on Ω at the beginning of this proof,
the division into the (Ul)l having just the one element U itself.

We can apply Claim 1: without loss of generality there are S, Ṽj ⊂ U such

that ũj ∈ L2(projx(Ṽj)), |projx(S)| = 0, U =
⋃
j Ṽj , and u(x, y) = uj(x) for

(x, y) ∈ Ṽj \ S.



178 T. Elsken

We can redefine u and ũ by setting u(x, y) := ũ(x) := 0 if x ∈ projx(S).
This allows us to define ũ : projx(U)→ R by ũ(x) := u(x, y) if (x, y) ∈ (U)x.

Let projx(U) = ]a, b[. Since U is open and connected, it follows that
ũ ∈ L2(]a+ δ1, b− δ1[) for all δ1 > 0. Let δ1 > 0 be such that

�

U

u2 dx dy −
�

{(x,y)∈U |x∈]a+δ1,b−δ1[}
u2 dx dy < δ.

There is a w ∈ C∞0 (]a + δ1, b − δ1[) with ‖w − ũ‖L2(]a+δ1,b−δ1[) < δ1/2, and
extending w trivially we get

‖u− w‖2L2(u) ≤ δ +

b−δ1�

a+δ1

(ũ− w)2
�

(U)x

dy dx < Cδ,

where C = 1 + supx∈]a,b[

�
(U)x

dy depends on U only.

Proof of Claim 5. We have Ω =
⋃
l Ul ∪

⋃
x∈E{x} × (Ω)x, where E is

countable and has at most finitely many accumulation points, the set (Ul)l
and

⋃
x∈E{x} × (Ω)x are pairwise disjoint, and each Ul is open, connected

and has connected x-sections. Setting Ul := ∅ for those l ∈ N for which Ul
is not defined, we can assume l ∈ N and |Ul| → 0 as l →∞.

By Claim 4 for each l, n ∈ N there is a ul,n ∈ C∞0 (projx(Ul)) with

‖u− ul,n‖L2(Ul) < 2−l/n.
Set vn(x, y) := ul,n(x) if (x, y) ∈ Ul, l = 1, . . . , n, and v(x, y) := 0

elsewhere. Then vn is well defined for all n ∈ N, and

‖u− vn‖2L2 =
n∑

l=1

‖u− ul,n‖2L2(Ul)

︸ ︷︷ ︸
≤2/n

+
∑

l>n

‖u‖2L2(Ul)
→ 0, n→∞.

If (x1, y1) ∈ Ul for some l ∈ N, then for n large vn(x, y) = ul,n(x) close
to (x1, y1), and vn is C∞ around this point. If (x1, y1) ∈ Ω \ ⋃l Ul, then

x1 ∈ E. If x1 is an isolated point of E, then there are l 6= l̃ such that
x1 ∈ projx(Ul) ∩ projx(U

l̃
) and for n large vn(x, y) = 0 on a neighborhood

of (x1, y1).
But if x1 is not an isolated point of E, then it could happen that vn is not

C∞ at the point (x1, y1). So we choose open neighborhoods En of all (finitely
many) accumulation points of E such that ‖vn‖L2(Ω∩(En×RM )) < 1/n, and

cut-off functions χn such that χn(x) = 0 near all accumulation points of E,
and χn(x) = 1 on R \En.

Set wn(x, y) := χn(x)vn(x, y). Then wn ∈ C∞(Ω), ∂ywn = 0, and as
n→∞,

‖u−wn‖L2 ≤ ‖u−vn‖L2+‖vn−wn‖L2 ≤ ‖u−vn‖L2+‖vn‖L2(Ω∩(En×RM )) → 0,
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�

Ω

(∂xwn)2 dx dy ≤ 2
n∑

l=1

‖χ′n(x)ul,n(x)‖2L2(Ul)
+ ‖∂xul,n(x)‖2L2(Ul)

<∞.

Hence wn ∈ H1
s and the last claim has been proven.

The next lemma presents some tools for comparing H1
ε and H1

s .

Lemma 2.6. (i) If εn → 0 and un ∈ Lp(Gj)→ u0 in Lp(Gj), then

un|detDTεn,j(x, y)| |detDTj(Sεn ◦ Tεn,j(x, y))| → u0|detDTj(x, 0)|
in Lp(Gj), p ≥ 1, j = 1, 2, 3.

(ii) For 0 < ε ≤ 1 define ΦLε : L2
s → L2

ε by (ΦLε [u])j = uj , j = 1, 2, 3,
(ΦLε [u])4 = 0. Then ΦLε is continuous.

(iii) The linear operator ΦHε : H1
s → H1

ε of (C7) satisfies the following :

(1) (ΦHε [u])j = uj , j = 1, 2, 3, and (2.1) holds, that is, as ε→ 0,

C
3∑

j=1

‖uj‖2H1(Gj)
≥ ε‖(ΦHε [u])4‖2L2(G4,ε)

+
1

ε
‖D(ΦHε [u])4‖2L2(G4,ε)

→ 0.

(2) ‖ΦHε [u]‖H1
ε
≤ C1‖[u]‖H1

s
.

(3) If [vε] ∈ L2
ε, [v0] ∈ L2

s, [u] ∈ H1
s are such that ‖[vε]‖L2

ε
≤ C2

< ∞, vε,j → v0,j in L2(Gj), j = 1, 2, 3, then ([vε], Φ
H
ε [u])L2

ε
→

([v0], [u])L2
s

as ε→ 0.

(4) (ΦHε [u], ΦHε [v])L2
ε
→ ([u], [v])L2

s
as ε→ 0 for all [u], [v] ∈ H1

s .

(5) ‖ΦHε [u]− ΦLε [u]‖L2
ε
→ 0 as ε→ 0 for all [u] ∈ H1

s .

The constants C1, C2, are independent of ε.

Proof. (C5) and Lemma 2.1 prove (i) and (ii).
Condition (C7) implies (iii)(1); and (iii)(2) follows from this and Lemmas

2.1 and 2.3.
Now let [vε] be as in (3). Then by parts (iii)(1) and (i),

([vε], Φ
H
ε [u])L2

ε
=

3∑

j=1

�

Gj

vε,juj dλε,j + ε
�

G4,ε

vε,4(ΦHε [u])4 dz

︸ ︷︷ ︸
≤(c2/

√
ε)‖(ΦHε [u])4‖L2(G4,ε)

.

This proves (iii)(3) and together with (2) also (4). Part (5) follows from (1).

We collect some facts about ‖ · ‖ε,d.

Lemma 2.7. Let 0 ≤ d ≤ 1.

(i) ‖ · ‖ε,d is equivalent to ‖ · ‖H1
ε
.

(ii) There is a constant C > 0, independent of d and ε, such that ‖·‖ε,d ≤
C‖ · ‖H1

ε
and C−1‖ · ‖H1

ε
≤ ‖ · ‖ε,1.
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(iii) If ûε ∈ H1(Ωε) corresponds to [uε] ∈ H1
ε , then ‖[uε]‖ε,1 bounded as

ε→ 0 implies ε−M‖ûε‖H1(Ωε) is also bounded.

(iv) ‖[u]‖2H1
ε

= ‖[u]‖2L2
ε

+ aε([u], [u]).

(v) There is a C > 0, independent of ε, such that for all [u] ∈ H1
s ,

Ca0([u], [u]) ≥ aε(ΦHε [u], ΦHε [u]),

1

C
‖[u]‖2H1

s
≤ ‖[u]‖2L2

s
+ a0([u], [u]) ≤ C‖[u]‖2H1

s
.

Proof. Lemmas 2.1 and 2.3(i) prove (i) and (ii). (iii) is a consequence of
(ii) and ‖û‖H1(Ωε) = εM‖[u]‖H1

ε
. Part (iv) is obvious. The second inequality

in (v) follows from Lemma 2.1, which also together with Lemmas 2.3(i) and
(2.1) implies the first inequality.

The next two lemmas provide some rules which are helpful for working
in L2

s and L2
⊥.

Lemma 2.8. Fix j ∈ {1, 2, 3}. If w ∈ L∞(Gj), then w = ws + w⊥,
where ws ∈ L∞(Gj) ∩ L2

s(Gj), w⊥ ∈ L∞(Gj) ∩ L2
⊥(Gj) and ‖ws‖∞ ≤

‖w‖∞, ‖w⊥‖∞ ≤ 2‖w‖∞.
Proof. Since w ∈ L2(Gj), we can decompose it as w = ws + w⊥ with

ws ∈ L2
s(Gj), w⊥ ∈ L2

⊥(Gj).
For c, k > 0 define Uc,k := {(x, y) ∈ Gj | c < u(x, y) < c+k}. It could be

that for given c, k we have |Uc,k| = 0, but if Uc,k is not a nullset, then setting
w̃s(x, y) := ws(x, y) if c < ws(x, y) < c+ k and w̃s(x, y) := 0 elsewhere, we
find by Proposition 2.1 that w̃s ∈ L2

s and thus

|Uc,k|c2 ≤
�

Gj

wsw̃s dx dy =
�

Gj

ww̃s dx dy ≤ ‖w‖∞(c+ k)|Uc,k|.

This in turn would imply c ≤ ‖w‖∞. Thus {(x, y) ∈ Gj | ws(x, y) > ‖w‖∞}
is a nullset.

Considering −ws we see {(x, y) ∈ Gj | ws(x, y) < −‖w‖∞} is a nullset as
well, i.e. ‖ws‖∞ ≤ ‖w‖∞. Finally, ‖w⊥‖∞ ≤ 2‖w‖∞ follows immediately.

Lemma 2.9. Fix j ∈ {1, 2, 3}.
(i) If v ∈ L2

s(Gj) and w ∈ L∞(]0, 1[), then (x, y) 7→ v(x, y)w(x) ∈
L2
s(Gj).

(ii) If u ∈ L2(Gj), then
�

Gj

uv dx dy = 0 ∀v ∈ L2
s(Gj) ⇔

�

Gj

uv dλj = 0 ∀v ∈ L2
s(Gj).

(iii) If u, v ∈ L2
s(Gj) and w ∈ L∞(Gj)∩L2

⊥(Gj), then
�
Gj
uvw dλj(x, y)

= 0.
(iv) If u ∈ L2

s(Gj), w ∈ L∞(Gj) ∩ L2
s(Gj), then uw ∈ L2

s(Gj).
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Proof. (i) There are wn ∈ C∞0 (R) and C > 0 such that ‖wn‖L∞(]0,1[) ≤
C‖w‖L∞(]0,1[), and ‖wn − w‖L2(]0,1[) → 0 as n→∞.

There are also vn ∈ H1
s (Gj) such that ‖vn − v‖L2(Gj) → 0 as n → ∞.

But then vnwn ∈ H1
s (Gj) and

‖vnwn − vw‖L2(Gj) ≤ C‖w‖L∞(]0,1[)‖vn − v‖L2(Gj) + ‖v(wn − w)‖L2(Gj).

The first term tends to 0 as n→∞. Since v(wn−w)→ 0 almost everywhere
on Gj and |v(wn−w)(x, y)| ≤ |v(x, y)|(1+C)‖w‖L∞(]0,1[), by the Dominated
Convergence Theorem we also get ‖v(wn − w)‖L2(Gj) → 0. This proves

vw ∈ L2
s(Gj).

By (i) and Lemma 2.1, v ∈ L2
s(Gj) iff v|detDTj(x, 0)| ∈ L2

s(Gj), hence
(ii) holds. Using (ii) it is sufficient to prove

�
Gj
uvw dx dy = 0 to prove (iii).

So let u, v, w be as in (iii). For m ∈ N let um be the truncated function
um(x, y) = u(x, y) if |u(x, y)| < m and um(x, y) = 0 elsewhere. Analogously
define vm. These functions are locally functions of x only, hence by Propo-
sition 2.1, umvm ∈ L2

s(Gj) and (iii) follows from

0 =
�

Gj

umvmw dxdy →
�

Gj

uvw dx dy, m→∞.

Now let u,w be as in (iv). By Proposition 2.1, u,w are locally functions of x
only, hence so is vw ∈ L2(Gj) as well, and vw ∈ L2

s(Gj) follows.

We shall need the following estimates on the linear semigroups e−Aεt,
e−A0t.

Lemma 2.10. The following hold :

(2.12) (i) ‖e−Aεt[u]‖L2
ε
≤ ‖[u]‖L2

ε
, ∀[u] ∈ L2

ε, t ≥ 0,

(2.13) (ii) ‖e−A0t[u]‖L2
s
≤ ‖[u]‖L2

s
, ∀[u] ∈ L2

s, t ≥ 0,

(2.14) (iii) ‖e−Aεt[u]‖H1
ε
≤
√

1 + 1
2t ‖[u]‖L2

ε
, ∀[u] ∈ L2

ε, t > 0,

(2.15) (iv) ‖e−A0t[u]‖H1
s
≤ C

√
1 + 1

2t ‖[u]‖L2
s
, ∀[u] ∈ L2

s, t > 0,

where the constant C > 0 in (iv) is independent of t, [u].

Proof. The inequalities can be proven easily by expressing each vector
with respect to the ONS of eigenvectors, and using Lemma 2.7(iv) together
with the fact that all eigenvalues are positive and tend to infinity. Note that
the constant C in (iv) exists by Lemma 2.7(v).

We shall prove the convergence of the resolvents by following the ideas
of [2] and [5]. To be able to do this, we need two more technical lemmas.

Lemma 2.11. Let εn ↓ 0, C > 0, [un] ∈ D(Aεn) and [wn] ∈ H1
εn be

such that ‖[un]‖H1
εn
, ‖Aεn [un]‖L2

εn
≤ C, ‖wn‖L2

εn
→ 0, ‖Dxwn,j‖L2(Gj) → 0,
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ε−1
n Dywn,j → w0,j = (w0,j,1, . . . , w0,j,M ) in L2(Gj), j = 1, 2, 3, and
‖Dwn,4‖L2(G4,εn ) ≤ εn. Assume un,j ⇀ u0,j ∈ H1(Gj) weakly in H1(Gj)

and ε−1
n Dyun,j ⇀ ũ0,j weakly in L2(Gj), j = 1, 2, 3. Then

3∑

j=1

�

Gj

(Dxu0,j(1, Tj(x, y)) + (0, ũ0,j))

×DT−1
j (x, 0)(DT−1

j (x, 0))T (0, w0,j)
T dλj = 0.

Proof. We have

0← (An[un], [wn])L2
n

= an([un], [wn])

=

3∑

j=1

( �

Gj

Dxun,j (1, 0)An,jATn,j(1, 0)TDxwn,j︸ ︷︷ ︸
→0 inL2

dλn,j

+
�

Gj

(
Dxun,j (1, 0)An,jATn,j

(
0,

1

εn
Dywn,j

)T

︸ ︷︷ ︸
→(1,Tj)DT−1

j (x,0)(DT−1
j (x,0))T (0,w0,j)T inL2

+

(
0,

1

εn
Dyun,j

)
An,jATn,j(1, 0)TDxwn,j︸ ︷︷ ︸

→0 inL2

) dλn,j

+
�

Gj

(
0,

1

εn
Dyun,j

)
An,jATn,j

(
0,

1

εn
Dywn,j

)T

︸ ︷︷ ︸
→
(

1 Tj
0 EM

)
DT−1

j (x,0)(DT−1
j (x,0))T (0,w0,j)T

dλn,j

)

+
1

εn

�

G4,n

Dun,4Dwn,4 dz

︸ ︷︷ ︸
≤√εnC1

→
3∑

j=1

�

Gj

(Dxu0,j(1, Tj)DT−1
j (x, 0)(DT−1

j (x, 0))T (0, w0,j)
T

+ (0, ũ0,j)DT
−1
j (x, 0)(DT−1

j (x, 0))T (0, w0,j)
T ) dλj ,

where C1 > 0 is a constant, and we have applied Lemmas 2.3 and 2.6.

Lemma 2.12. Let εn → 0, C > 0, and [un] ∈ D(Aεn) be a sequence such
that ‖[un]‖H1

εn
, ‖Aεn [un]‖L2

εn
≤ C. Then there are a subsequence, called εn

again, and [u0] ∈ H1
s such that un,j ⇀ u0,j weakly in H1(Gj) and strongly in

L2(Gj), j = 1, 2, 3, as n → ∞. Moreover , ε−1
n Dyun,j ⇀ ũ0,j ∈ (L2(Gj))

M

as n→∞, weakly in L2. Decompose L2(G1)×L2(G2)×L2(G3) = L2
s ⊕L2

⊥
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to get ũ0,j,l = ũ0,j,l,s + ũ0,j,l,⊥, l = 1, . . . ,M, Tj = Tj,s + Tj,⊥; then for
j = 1, 2, 3,

ũ0,j,s = Dxu0,j(|(1, 0)DT Tj (x, 0)|−2(1, 0)DT Tj (x, 0)DTj(x, 0)(0, EM)T−Tj,s).
Also

aεn([un], ΦHεn [v])→ a0([u0], [v]) ∀[v] ∈ H1
s , n→∞.

Proof. Since ‖[un]‖H1
n

is bounded, so is ‖un,j‖H1(Gj), and a suitable sub-

sequence satisfies un,j ⇀ u0,j ∈ H1(Gj) weakly. By Lemma 2.3, the sequence
ε−1
n ‖Dyun,j‖L2(Gj) is bounded, i.e. ‖Dyun,j‖L2(Gj) → 0 and u0,j ∈ H1

s (Gj),
j = 1, 2, 3.

Also—taking again a subsequence—there are ũ0,j ∈ (L2(Gj))
M such that

ε−1
n Dylun,j ⇀ ũ0,j,l in L2(Gj), l = 1, . . . ,M, j = 1, 2, 3.

The boundedness of [un] in H1
n shows that ([un])n is admissible in the

definition of H1
s and thus [u0] ∈ H1

s . Now let [v] ∈ H1
s . Then

an([un], ΦHn [v])

=

3∑

j=1

�

Gj

(
Dxun,j ,

1

εn
Dyun,j

)
An,jATn,j(1, 0)TDxvj dλn,j

+
1

εn

�

G4,n

Dun,4D(ΦHn [v])4 dx dy

︸ ︷︷ ︸
:=c(n)→0

=
3∑

j=1

�

Gj

(
Dxun,j |(1, 0)An,j(x, y)|2Dxvj︸ ︷︷ ︸

→|(1,Tj)DT−1
j |2Dxvj inL2

+

(
0,

1

εn
Dyun,j

)
An,j(x, y)ATn,j(x, y)(1, 0)TDxvj︸ ︷︷ ︸
→
(

1 Tj
0 EM

)
DT−1

j ((1,Tj)DT−1
j )TDxvj inL2

)
dλn,j + c(n)

(2.16) →
3∑

j=1

�

Gj

(Dxu0,j |(1, Tj(x, y))DT−1
j (x, 0)|2

+ (0, ũ0,j)DT
−1
j (x, 0)(DT−1

j (x, 0))T (1, Tj(x, y))T )Dxvj dλj ,

where we made use of Lemmas 2.3 and 2.6. Unfortunately we do not know
ũ0,j . But using certain test functions wn ∈ H1

n we can eliminate it in (2.16).
First we use test functions related to Tj . Denote by (Tn,j)x : R×RM →

R the x-component of Tn,j . We now fix j ∈ {1, 2, 3}, uj ∈ H1
s (Gj), and

cn ≤ ‖projx − (Tn,j)x‖−1/2
L∞(Gj)

, with cn →∞ (see (C3)), and set

wn,j(x, y) := −(x− (Tn,j)x(x, y))χ(cnx)uj(x, y).
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Then wn,j ∈ H1(Gj), wn,j(x, y) → 0 in L2(Gj) and wn,j(x, y) ≡ 0 for x
close enough to 0.

If we set wn,l := 0 for j 6= l = 1, . . . , 4, then [wn] = [wn,1, . . . , wn,4] ∈ H1
n

and ‖[w]‖L2
n
→ 0. Using (C3)–(C5) one can show that ‖Dxwn,j‖L2(Gj) and

‖ε−1
n Dywn,j − Tj(x, y)uj‖L2(Gj) tend to 0 as n→∞. We can apply Lemma

2.11 to get

(2.17)
�

Gj

(Dxu0,j(1, Tj)
+ (0, ũ0,j))DT

−1
j (x, 0)(DT−1

j (x, 0))T (0, Tj)Tuj dλj = 0.

By density (2.17) holds for all uj ∈ L2
s(Gj).

For the second set of test functions fix again for a moment j ∈ {1, 2, 3},
m ∈ N, l ∈ {1, . . . ,M} and uj ∈ H1

s (Gj). Set

wn,l(x, y) :=

{
uj(x, y)χ(mx)yl, (x, y) ∈ Gj ,
0, (x, y) 6= Gj .

Then [wn,l] ∈ H1
n and [εnwn,l] satisfies all conditions as a test function in

Lemma 2.11, with

1

εn
Dyk1

wn,l,k2 =

{
0, l 6= k1 or j 6= k2,

uj(x, y)χ(mx), l = k1, j = k2.

We get
�

Gj

(Dxu0,j(1, Tj)
+ (0, ũ0,j))DT

−1
j (x, 0)(DT−1

j (x, 0))T (0, el)
Tujχ(mx) dλj = 0,

where el is the lth unit vector. Letting m→∞ yields

(2.18) 0 =
�

Gj

(Dxu0,j(1, Tj(x, y))

+ (0, ũ0,j))DT
−1
j (x, 0)(DT−1

j (x, 0))T (0, el)
Tuj dλj

for all possible j and l, and by density also for all uj ∈ L2
s(Gj).

Write ũ0,j = ũ0,j,s + ũ0,j,⊥, Tj = Tj,s + Tj,⊥, with ũ0,j,s, Tj,s ∈ L2
s(Gj),

ũ0,j,⊥, Tj,⊥ ∈ L2
⊥(Gj), j = 1, 2, 3. By (C5) and Lemma 2.8, Tj,s, Tj,⊥ ∈

L∞(Gj).
Now equation (2.18) and Lemma 2.9 imply that for all j = 1, 2, 3 there

is a ṽj ∈ L2
s(Gj) such that

ṽj(x, y)(1, 0) = (Dxu0,j(1, Tj,s(x, y)) + (0, ũ0,j,s))DT
−1
j (x, 0)(DT−1

j (x, 0))T .

Thus

Dxu0,j = ṽj(1, 0)DT Tj (x, 0)DTj(x, 0)(1, 0)T = ṽj |(1, 0)DT Tj (x, 0)|2,
(0, ũ0,j,s) = Dxu0,j(|(1, 0)DT Tj (x, 0)|−2(1, 0)DT Tj (x, 0)DTj(x, 0)− (1, Tj,s)).
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Insert this and (2.17) into (2.16), and then use Proposition 2.1 and Lemma
2.9 to obtain

an([un], ΦHn [v])

→
3∑

j=1

�

Gj

Dxvj(Dxu0,j(1, Tj)

+ (0, ũ0,j))DT
−1
j (x, 0)(DT−1

j (x, 0))T (1, 0)T dλj

=

3∑

j=1

�

Gj

Dxu0,jDxvj |(1, 0))DT Tj (x, 0)|−2 dλj = a0([u0], [v]).

Lemma 2.12 allows us to prove the convergence of the resolvents.

Lemma 2.13. Let εn ↓ 0, λ ∈ C, and |arg(λ−1/2)| < π−δ for some small
δ > 0. Assume [wn] ∈ L2

εn and [w0] ∈ L2
s are such that ‖[wn]− ΦLεn [w0]‖L2

εn

→ 0 as n → ∞. Set [un] := (Aεn + λI)−1[wn] and [u0] := (A0 + λI)−1[w0].
Then there is a constant C > 0, independent of λ, such that ‖[un]‖εn,1 < C
for all n, and as n → ∞, for j = 1, 2, 3: un,j → u0,j in H1(Gj), ε

−1
n Dyun,j

→ Dxu0,j(|(1, 0)DT Tj (x, 0)|−2(1, 0)DT Tj (x, 0)DTj(x, 0)(0, EM)T − Tj) in

L2(Gj), and εn‖un,4‖2L2(G4,εn ) + ε−1
n ‖Dun,4‖2L2(G4,εn) → 0. In particular we

have ‖[un]− ΦHεn [u0]‖εn,d → 0 as n→∞, for all 0 ≤ d < 1.

Proof. By Lemma 2.6(ii), ‖ΦLn [w0]‖L2
n
≤ C1. Using the numerical range

it is not difficult to show

‖[un]‖L2
n
≤ C2

‖[w]‖L2
n

|λ| − C3
,

where C3 > 0 can be chosen arbitrarily small and C2 = C2(c3) > 0 is
independent of n and λ (see e.g. Exercise 6, Chapter 1.3 of [11]). Together
with Lemma 2.7(iv) this gives

‖[un]‖2H1
n

= ‖[un]‖2L2
n

+ an([un], [un])

= ((An + λI)[un], [un])L2
n
− (λ− 1)‖[un]‖2L2

n

≤ (‖[wn]‖L2
n

+ (|λ|+ 1)‖[un]‖L2
n
)‖[un]‖L2

n
≤ C4‖[wn]‖L2

n
‖[un]‖L2

n
,

where C4 is a constant independent of n and λ. This in turn implies the
boundedness of ‖[un]‖H1

n
and hence of ‖[un]‖n,1 as well (see Lemma 2.7).

We can apply Lemma 2.12: there is a subsequence, called εn again, and
[ũ0] ∈ H1

s such that un,j ⇀ ũ0,j in H1(Gj), j = 1, 2, 3, and an([un], ΦHn [v])→
a0([ũ0], [v]) for all [v] ∈ H1

s . Since also

an([un], ΦHn [v]) = (An[un], ΦHn [v])L2
n

= ([wn], ΦHn [v])L2
n
− λ([un], ΦHn [v])L2

n

→ ([w0], [v])L2
s
− λ([ũ0], [v])L2

s

by Lemma 2.6(iii), we get [ũ0] ∈ D(A0) and [ũ0] = (A0 + λI)−1[w0] = [u0].
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Lemma 2.12 also shows ε−1
n Dyun,j ⇀ ṽ0,j and

ṽ0,j,s = Dxu0,j(|(1, 0)DT Tj (x, 0)|−2(2.19)

× (1, 0)DT Tj (x, 0)DTj(x, 0)(0, EM)T − Tj,s).
Now

0← ([wn], [un])L2
n
− ([w0], [u0])L2

s

= an([un], [un])− a0([u0], [u0]) + λ(([un], [un])L2
n
− ([u0], [u0])L2

s
)

=

3∑

j=1

( �

Gj

(∣∣∣∣(Dxu0,j , ṽ0,j)

(
1 Tj(x, y)

0 EM

)
DT−1

j (x, 0)

∣∣∣∣
2

− (Dxu0,j)
2|(1, 0)DT Tj (x, 0)|−2

)
dλj

+
�

Gj

[∣∣∣∣
(
Dxun,j,

1

εn
Dyun,j

)
An,j(x, y)

√
|detDTn,j| |detDTj(Sn ◦ Tn,j)|

︸ ︷︷ ︸
⇀(Dxu0,j ,ṽ0,j)

(
1 Tj
0 EM

)
DT−1

j

√
|detDTj |

∣∣∣∣
2

−
∣∣∣∣(Dxu0,j , ṽ0,j)

(
1 Tj(x, y)

0 EM

)
DT−1

j (x, 0)

∣∣∣∣
2

|detDTj(x, 0)|
︸ ︷︷ ︸

=:E1,n,j

]
dx dy

+ λ
�

Gj

(u2
n,j |detDTn,j | |detDTj(Sn ◦ Tn,j)| − u2

0,j |detDTj(x, 0)|) dx dy

︸ ︷︷ ︸
=:E2,n,j→0

)

+
�

G4,n

(
1

εn
|Dun,4|2 + εnλ(un,4)2

)
dz

︸ ︷︷ ︸
=:E3,n

=
3∑

j=1

( �

Gj

(| (Dxu0,j ,Dxu0,jTj,s + ṽ0,j,s)DT
−1
j︸ ︷︷ ︸

=(Dxu0,j)2|(1,0)DTTj |−2

|2

− (Dxu0,j)
2|(1, 0)DT Tj |−2) dλj

+
�

Gj

|(0,Dxu0,jTj,⊥ + ṽ0,j,⊥)DT−1
j |2 dλj

︸ ︷︷ ︸
=:E4,j≥0

+E1,n,j +E2,n,j

)
+ E3,n

=
3∑

j=1

(E1,n,j + E2,n,j +E4,j) +E3,n,
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where we have used equation (2.19), decomposed Tj and ṽ0,j as in that
equation, and used Proposition 2.1 and Lemmas 2.3, 2.6 and 2.9.

Now lim infn→∞E1,n,j ≥ 0 and either λ > 0 or Imλ 6= 0. In both cases
necessarily E1,n,j , E3,n → 0 as n → ∞, j = 1, 2, 3, which in turn implies
Dxu0,jTj,⊥ = −ṽ0,j,⊥, Dxun,j → Dxu0,j and ε−1

n Dyun,j → ṽ0,j in L2(Gj).
Hence with (2.19),

ṽ0,j = Dxu0,j(|(1, 0)DT Tj (x, 0)|−2(1, 0)DT Tj (x, 0)DTj(x, 0)(0, EM)T − Tj)
for j = 1, 2, 3, and

lim
n→∞

1

εn
‖Dun,4‖2L2(G4,n) = lim

n→∞
εn‖un,4‖2L2(G4,n) = 0.

The remaining convergence ‖[un]−ΦHn [u0]‖n,d → 0 as n→∞ follows easily
from the definition of ‖ · ‖ε,d, d < 1.

We have now prepared everything to prove the main results of this paper.

Proof of Theorem 1.1. Let 0 < t1 ≤ t. Then by Lemmas 2.10 and 2.7,

‖e−Ant[un]− ΦHn (e−A0t[u0])‖n,d
≤ ‖e−Ant[un]− e−AntΦLn [u0]‖n,d + ‖e−AntΦLn [u0]− ΦHn (e−A0t[u0])‖n,d
≤ C1‖[un]− ΦLn [u0]‖L2

n
+ ‖e−AntΦLn [u0]− ΦHn (e−A0t[u0])‖n,d,

where C1 = C1(t1) is independent of n and t. Hence it is sufficient to show

‖e−AntΦLn [u0]− ΦHn (e−A0t[u0])‖n,d → 0

and that the ‖·‖ε,1-norm of the above expression is bounded, both uniformly
on [t1, t2].

If γ : ]−∞,∞[→ {λ ∈ C | |arg(λ− 1/2)| < π − δ}, δ > 0 small, is as in
the definition of linear semigroups, then for t1 ≤ t ≤ t2 and [u0] ∈ L2

s,

‖e−AntΦLn [u0]− ΦHn (e−A0t[u0])‖n,d
=

1

2π

∥∥∥
�

γ

((λI + An)−1eλtΦLn [u0]− ΦHn ((λI +An)−1eλt[u0])) dλ
∥∥∥
n,d

≤ 1

2π

∞�

−∞
‖(γ(s)I + An)−1ΦLn [u0]− ΦHn ((γ(s)I + A0)−1[u0])‖n,d

× |eγ(s)t| |γ′(s)| dx.
By Lemma 2.13 the integrand tends pointwise to 0 if d < 1, and is bounded
for all d by an integrable function independent of t ∈ [t1, t2]. This concludes
the proof.

Proof of Theorem 1.2. Given the situation of the theorem, it is well
known that

λn,l = min
E∈Θl

max
[u]∈E\{0}

an([u], [u])

‖[u]‖2
L2
n

,
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where Θl is the set of all l-dimensional linear subspaces of H1
n (see e.g.

Proposition 2.2 in [14]).
Fix l0 ∈ N. If [v0,l], 1 ≤ l ≤ l0, are l0 independent eigenvectors of A0,

then ΦHn [v0,l], 1 ≤ l ≤ l0, are l0 independent vectors in H1
n. Hence

λn,l0 ≤ max
(α1,...,αl0)∈Rl0\{0}

an(ΦHn (
∑l0

l=1 αl[v0,l]), Φ
H
n (
∑l0

l=1 αl[v0,l]))

‖ΦHn (
∑l0

l=1 αl[v0,l])‖2L2
n

Using Lemmas 2.7(iv), (v) and 2.6(iii) it is straightforward to show that
λn,l0 ≤ C2 for some constant C2 independent of n.

Take a subsequence λn,l0 → µ0 ∈ R. Then λn,l0 = an([un,l0 ], [un,l0])
shows that (‖un,l0 ]‖H1

n
)n, and hence (‖un,l0‖n,1)n, is bounded. We can apply

Lemma 2.12: taking again a subsequence, there is a [ũl0 ] ∈ H1
s such that

un,l0,j → ũl0,j in L2(Gj), j = 1, 2, 3, which by (C8) implies ‖[ũl0 ]‖L2
s

= 1.
This together with Lemmas 2.12, 2.6(iii) shows (µl0 , [ũl0 ]) is an eigenvalue-
vector pair for A0 and by Theorem 1.1 and Lemma 2.6(ii) we conclude that
‖[un,l0 ]− ΦHn [ũl0 ]‖n,d → 0 for d < 1.

Since l0 was arbitrary, we can use the Cantor diagonal procedure to
find a subsequence, called εn again, such that for all l ∈ N, (µl, [u0,l]) is
an eigenvalue-vector pair for A0, ‖[u0,l]‖L2

s
= 1, λn,l → µl and ‖[un,l] −

ΦHn [u0,l]‖n,d → 0 for d < 1.
It is easy to show ([u0,l])l is an ONS. The only thing we still have to

show is the completeness, since then necessarily µl = λ0,l for all l ∈ N.
Let [v] ∈ L2

s be such that ([u0,l], [v])L2
s

= 0 for all l and ‖[v]‖L2
s

= 1.

Since the set of all eigenvectors of A0 forms a complete ONS of L2
s, we can

assume [v] to be an eigenvector as well, i.e. [v] ∈ H1
s .

Fix l1 ∈ N. Then by Lemma 2.6(iii) for any δ > 0 there exists an n1 =
n1(δ) such that for n ≥ n1 and 1 ≤ l ≤ l1,

|([un,l], ΦHn [v])L2
n
| < δ.

Moreover, ΦHn [v] =
∑

l≥1 αn,l[un,l], where αn,l = ([un,l], Φ
H
n [v])L2

n
, and by the

inequality above |αn,l| ≤ δ for l = 1, . . . , l1 and n large enough. It follows
again by Lemma 2.6(iii) that

1 = ([v], [v])L2
s
← (ΦHn [v], ΦHn [v])L2

n
=
∑

l≥1

α2
n,l ≤ l1δ2 +

∑

l>l1

α2
n,l.

By Lemma 2.7(v) there exists a constant C3 > 0, independent of n and l1,
such that

C3a0([v], [v]) ≥ an(ΦHn [v], ΦHn [v]) =
∑

l≥1

α2
n,lλn,l

≥ λl1+1

∑

l>l1

α2
n,l ≥ λl1+1(1− l1δ2).
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Since λl →∞ as l →∞, this is a contradiction. This means there is no such
[v], and ([u0,l])l is indeed a complete ONS of L2

s.

Remark 2.1. (i) We do not have in general the convergence of the nth
eigenvalue of Aε to the nth one of A0. A very simple example with a domain
consisting of two edges and one node is shown in Figure 4.

Fig. 4. An example of domains Ωε for which the nth eigenvector of Aε does not converge
to the nth eigenvector of A0.

(ii) In [14] (and other papers) the boundedness of a sequence un ∈ H1(Ω)
with respect to the ε-norm implies, by taking a subsequence, un → u ∈
H1
s (Ω) in ‖ · ‖L2 . Thus uniformly bounded full solutions of the nonlinear

ε-problems induce a full solution of the limit problem. This is then used to
prove the upper-semicontinuity of the attractors at ε = 0 for equation (1.1).

In our case without condition (C8) we can have eigenvectors [uε] for
which the corresponding eigenvalues λε → λ0, i.e. [uε] is bounded in the
ε-norm ‖.‖ε,d, but there is no [u0] ∈ H1

s such that ‖[uε]−ΦLn [u0]‖L2
ε
→ 0 (see

Figure 4 for an example). Hence in general we cannot expect the continuity
of attractors as mentioned above.

If (C8) is satisfied however, then if εn → 0, [un] ∈ H1
εn and (‖[un]‖εn,1)n

is bounded, we can find a subsequence such that un,j → u0,j ∈ H1
s (Gj) in L2,

j = 1, 2, 3, εn‖un,4‖2L2(G4,εn) → 0, i.e. [u0] ∈ H1
s and ‖[un]−ΦLεn [u0]‖L2

εn
→ 0

as n→∞.
Thus we can apply the method of [14], getting the upper-semicontinuity

of attractors.

3. Special cases. In this section we will present concrete sufficient
conditions which guarantee that conditions (C7) and (C8) of the previous
section are satisfied and Theorems 1.3 and 1.4 hold (see hypotheses (C9),
(C10) below). We will give an explicit description of the operator A0 at the
nodes under quite general assumptions (see Proposition 3.2) and present
some examples. The first one shows (under weak additional assumptions)
that one can cut an edge introducing a new node. In this way one can treat
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Fig. 5. An example of a nicely connected domain. Here S1 = {(1, 1), (1, 2), (2, 1),
(2, 2), (3, 1)}, S2 = {(3, 2)}.

net-shaped domains having loops, for which the requirements of Section 2 are
not satisfied. An alternative way of treating loops is to relax the requirement
that Tj is bijective, for example only supposing bijectivity on each of the
two halves of Gj . The second example shows (under additional smoothness
assumptions) that the domains Ωε can have holes which decrease at least
proportionally with ε (in all directions). This generalizes the domains treated
e.g. in [14], which can have holes which scale proportionally to ε but only
in y-direction.

As before—unless stated otherwise—we will again treat the example of
a net-shaped domain having three edges and one node which satisfies the
conditions of Section 2, with the possible exception of (C7) and (C8).

Of crucial importance for condition (C7) is how the edges meet at a
node. In [14] the authors define nicely decomposed domains; we will use a
similar idea to define when edges connect nicely at a node (see Figure 5 for
an example).

Definition 3.1. We say the edges (Gj, j = 1, 2, 3) connect nicely at the
node (G4,ε), or simply the domain Ωε is nicely connected , if the following is
satisfied: There are δ, C > 0, open, connected, Lipschitz, pairwise disjoint
Gj,l ⊂ Gj , connected ωj,l,x ⊂ RM , |ωj,l,x| ≥ δ for all 0 < x < δ, such that

Gj,l =
⋃

0<x<δ

{x} × ωj,l,x, Gj ∩ (]0, δ[× RM ) =

Lj⋃

l=1

Gj,l

for l = 1, . . . , Lj , j = 1, 2, 3. Set SΩ := {(j, l) | l = 1, . . . , Lj, j = 1, 2, 3}
and Ωj,l,ε := Ψε,j(Gj,l), (j, l) ∈ SΩ .

If there are an ε1 > 0 and (ji, li) ∈ SΩ , (0, yi) ∈ ∂Gji,li , i = 1, 2, such
that Ψε1,j1(0, y1) and Ψε1,j2(0, y2) belong to the same connected component
of Ω4,ε1 , then there are an open, connected, bounded, Lipschitz Uj1,l1,j2,l2 ⊂
Ψ−1
ε,4 (Ωε) and r > 0, both independent of ε, and open Uε,ji,li = Br(zε,ji,li) ⊂
Uj1,l1,j2,l2 ∩ Ψ−1

ε,4 (Ωji,li,ε), Ψ
−1
ε,ji
◦ Ψε,4(Uε,ji,li) ⊂ ]0, εC[ × RM , for all ε and
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i = 1, 2. In this case we say Gj1,l1 and Gj2,l2 join each other (at the node
G4,ε). Note that j1 = j2, l1 6= l2 could happen (see Figure 5 for an example).

If Ωε is nicely connected define an equivalence relation on SΩ by: (j, l) is

equivalent to (j̃, l̃) iff (j, l) = (j̃, l̃) or there are (j, l) = (j1, l1), . . . , (jm, lm) =

(j̃, l̃) such that Gji,li and Gji+1,li+1
, i = 1, . . . ,m−1, join each other. Denote

the equivalence classes by Sk, k = 1, . . . , NΩ . Note that the equivalence
classes Sk are independent of ε. Thus for a nicely connected domain there
is a partition S1, . . . , SNΩ of SΩ , independent of ε.

Consider the following hypotheses:

(C9) The domain Ωε is nicely connected.
(C10) One of the following holds:

(i) G4,ε has empty interior for all ε > 0.
(ii) There are G4,1, . . . , G4,N4 ⊂ RM+1 open, bounded, connected,

Lipschitz, C > 0, G4,j ⊂ Qj ⊂ RM+1 open, and C1-diffeo-
morphisms Ψε,4,j : Qj → Ψε,4,j(Qj) ⊂ RM+1 such that

1

C
≤ |detDΨε,4,j(z)|, ‖DΨε,4,j(z)v‖ ≤ C,

∣∣∣G4ε \
N4⋃

j=1

Ψε,4,j(G4,j)
∣∣∣ = 0,

for all possible z, j, ε and v ∈ RM+1, ‖v‖ = 1. For all k ∈
{1, . . . , N4} there exist open, bounded, connected, Lipschitz
Uk ⊂ Ψ−1

ε,4 (Ωε), (j, l) ∈ SΩ and r > 0, all independent of ε,

and open Uε,k,j,l = Br(zε,k,j,l) ⊂ Uk ∩ Ψ−1
ε,4 (Ωj,l,ε), such that

|Ψ−1
ε,4,k(Uk∩Ψε,4,k(G4,k))| ≥ 1/C and Ψ−1

ε,j ◦Ψε,4(Uε,k,j,l) ⊂ ]0, εC[

× RM for all ε.

Proposition 3.1. Assume Ωε satisfies the requirements of Section 2 ,
and conditions (C1)–(C6), (C9) hold. Then (C7) holds with

(3.1) H1
s = {[u] | uj ∈ H1

s (Gj), j = 1, 2, 3,

and uj |({0}×RM)∩∂Gj,l = uj̃ |({0}×RM)∩∂G
j̃,l̃

if (j, l), (j̃, l̃) ∈ Sk for some k ∈ {1, . . . , NΩ}}.
Note that ({0} × RM ) ∩ ∂Gj,l has positive measure and is connected , hence
uj |({0}×RM )∩∂Gj,l ≡ const for all possible fixed j, l.

If additionally (C10) holds, then so does (C8).

Proof. In this proof C1, C2, . . . denote positive constants which are in-
dependent of ε, respectively n if εn → 0, unless stated otherwise.
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The set ({0}×RM )∩∂Gj,l has positive measure and is connected because
Gj,l is bounded, Lipschitz, |ωj,l,x| ≥ δ, and ωj,l,x is connected, for all possible
j, l, x.

Denote by H̃1
s the set in (3.1). Note that it is closed inH1

s (G1)×H1
s (G2)×

H1
s (G3). To prove (C7) let εn → 0, [un] ∈ H1

n, un,j ⇀ u0,j ∈ H1(Gj),
(ε−1
n ‖Dyun,j‖L2(Gj))n bounded, j = 1, 2, 3, and supn(εn‖un,4‖2L2(G4,n) +

ε−1
n [εn]‖Dun,4‖2L2(G4,n)) <∞. Then u0,j ∈ H1

s (Gj) and u0,j |({0}×RM )∩∂Gj,l =

cj,l is constant, for all (j, l) ∈ SΩ .

We claim that cj,l = cj̃,l̃ = ck if (j, l), (j̃, l̃) ∈ Sk for some k∈{1, . . . , NΩ}.
Assume for a moment the claim is true. Then H1

s ⊂ H̃1
s . We can define

ΦHε : H̃1
s → H1

ε by (ΦHε [u])j := uj , j = 1, 2, 3, (ΦHε [u])4 := ck on the

connected component of G4,ε which has nonempty intersection with Ψ−1
ε,4 ◦

Ψε,j(∂Gj,l) for some (j, l) ∈ Sk. Since Ωε is connected, (ΦHε [u])4 is defined on

allG4,ε, it is well defined and uj |({0}×RM)∩∂Gj,l=(ΦHε [u])4|Ψ−1
ε,4 (Ω4,ε∩Ψε,j(Gj,l,ε)),

hence indeed ΦHε [u] ∈ H1
ε . So ΦHε satisfies all conditions of (C7). Also, if

[u] ∈ H̃1
s , then ΦHεn [u] satisfies the condition for the sequence in the definition

of H1
s , hence [u] ∈ H1

s , i.e. H̃1
s ⊂ H1

s and (C7) holds with H1
s = H̃1

s .
Now we prove the claim. It is sufficient to prove cj,l = cj̃,l̃ if Gj,l and Gj̃,l̃

join each other. For this it is sufficient to prove the following condition:

(∗) If C, r > 0, U1 ⊂ Ψ−1
ε,4 (Ωε) is open, bounded, connected, Lipschitz,

independent of ε, Uε,0 = Br(zε) ⊂ U1 ∩Ψ−1
ε,4 (Ωj,l,ε) is open, (j, l) ∈ SΩ

is independent of ε, Ψ−1
ε,j ◦ Ψε,4(Uε,0) ⊂ ]0, εC[ × RM for all ε, and

uU,n(z) := un,k ◦Ψ−1
n,k ◦Ψn,4(z) if z ∈ U1∩Ψ−1

n,4(Ωk,n), k = 1, . . . , 4, then

there is a subsequence, called εn as well, such that ‖uU,n − cj,l‖H1(U1)

→ 0 as n→∞. (Recall that cj,l = u0,j(∂Gj,l ∩ ({0} × RM )).)

We can extend un,j to ũn,j ∈ H1(RM+1), n ≥ 0. Then without loss of
generality ũn,j ⇀ ũ0,j in H1(RM+1).

Using Lemmas 2.1, 2.3 and 2.4 we get ‖DuU,n‖2L2(U1) → 0 as n → ∞,

and

‖uU,n‖2L2(Un,0) ≤
�

{(x,y)∈Gj,l | 0<x<εnC}
u2
n,j |detDΨn,j|ε−M−1

n dx dy

≤ C4

εn

�

{(x,y)∈Gj,l | 0<x<εnC}
((un,j(x, y)− ũn,j(0, y))2

+ ũ2
n,j(0, y)) dx dy ≤ C5.

Taking a subsequence we can without loss of generality assume zn → z0 and
Br(z0) ⊂ U1. Thus, for n large enough, Un,0 ⊃ Br/2(z0).
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Define SU := {u ∈ H1(U1) | ‖u‖2L2(Br/2(z0)) ≤ C5}. Then SU is closed,

convex, 0 ∈ SU and the constant function C̃ is in SU only if C̃2 ≤ C6. The
conditions of the general Poincaré inequality are satisfied (see e.g. 5.15 in
[1]), hence there is a C7 such that ‖u‖L2(U1) ≤ C7(‖Du‖L2(U1) + 1) for all
u ∈ SU .

Since uU,n ∈ SU , the sequence (‖uU,n‖H1(U1))n is bounded, and a subse-

quence satisfies uU,n → u ∈ SU weakly in H1(U1). But then Du = 0, u ≡ c
is a constant and uU,n → c in H1(U1). We get

‖un,j − cj,l‖2L2(Ψ−1
n,jΨn,4(Un,0))

≤ C8

�

{(x,y)∈Gj,l | 0<x<εnC}
((ũn,j(x, y)− ũn,j(0, y))2

+ (ũn,j(0, y)− ũ0,j(0, y))2 + (ũ0,j(0, y)− cj,l)2) dx dy

≤ εnC(C9(n) + ‖ũn,j − ũ0,j‖2L2(projy((]0,εnC[×RM )∩Gj,l))

+ ‖ũ0,j − cj,l‖2L2(projy((]0,εnC[×RM )∩Gj,l))).

By Lemma 2.4, C9(n) → 0. Now, ũn,j ⇀ ũ0,j in H1 implies ũn,j → ũ0,j

as traces on L2(Bδ(∂Gj,l ∩ ({0} × RM ))) for each δ > 0 fixed, hence by
(2.11) the second term above also tends to 0. Again (2.11) and ũ0,j = cl,j
on ∂Gj,l ∩ ({0} × RM ) imply the last term above also tends to 0. We get

1

εn
‖un,j − cj,l‖L2(Ψ−1

n,jΨn,4(Un,0)) → 0, n→∞.

On the other hand
1

εn
‖un,j − cj,l‖L2(Ψ−1

n,jΨn,4(Un,0)) ≥ C11

�

Un,0

(uU,n − cj,l)2 dz

and cj,l = c follows. This proves the claim.
We now prove (C8). If G4,ε has empty interior, (C8) holds trivially.
Assume now the situation in (10)(ii) and let εn → 0, [un] ∈ H1

n, with
(‖[un]‖n,1)n bounded, and ‖[un]‖L2

n
= 1. Note that, taking a subsequence,

[un] satisfies all conditions we imposed in the proof of (C7).
Fix k ∈ {1, . . . , N4}. We can apply (∗) above: for suitable (j, l) ∈ SΩ

and ck,j,l := u0,j(∂Gj,l ∩ ({0} × RM )), we have ‖uU,n − ck,j,l‖H1(Uk) → 0 as
n→∞.

For u4 ∈ L2(Ψε,4,k(G4,k)) set u4,k := u4 ◦ Ψε,4,k : G4,k → R. Then u4 ∈
L2(Ψε,4,k(G4,k)) (resp. u4 ∈ H1(Ψε,4,k(G4,k))) iff u4,k ∈ L2(G4,k) (resp. u4,k ∈
H1(G4,k)) with equivalent norms.

Let un,4,k := un,4 ◦ Ψn,4,k. Note that

‖Dun,4,k‖L2(G4,k), ‖un,4,k − ck,j,l‖H1(Ψ−1
n,4,k(Uk∩Ψn,4,k(G4,k)) → 0, n→∞.
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The set S4,k := {u ∈ H1(G4,k) | (u, 1)L2(G4,k) = 0} is closed, convex, 0 ∈
S4,k and the only constant function in it is u ≡ 0. Hence S4,k satisfies the
conditions of the generalized Poincaré inequality, and there is a constant
C13 such that ‖u‖L2(G4,k) ≤ C13(‖Du‖L2(G4,k) + 1) for all u ∈ S4,k.

This implies that setting αn,k := |G4,k|−1
�
G4,k

un,4,k dz we have un,4,k −
αn,k ∈ S4,k, and, taking a subsequence, un,4,k−αn,k converges in H1(G4,k) to
a constant, which necessarily has to be 0. That is, for the original sequence
un,4,k − αn,k → 0 in H1(G4,k), implying αn,k → ck,j,l. This in turn proves
‖un,4,k‖L2(G4,k) is bounded and thus so is ‖un,4‖L2(G4,n), i.e. (C8) holds.

We now give an explicit description of the limit operator A0 at the node.
The problem of giving such a description for the edges is essentially the same
as that of describing the limit operator in the case of squeezing a Lipschitz
domain. This has been done for the case of so-called nicely decomposed
domains in [14], so we will not treat it here.

We need the following notation. Let the edges G1, G2, G3 connect nicely
at the node G4,ε and [u] ∈ L2

s. With the notations of Definition 3.1 set
pj,l(x) := |Gj,l ∩ ({0} × RM )| = |ωj,l,x| for 0 < x < δ. By Proposition 6.1
of [14] we can without loss of generality assume uj |Gj,l(x, y) = uj,l(x) and

p
1/2
j,l uj,l ∈ L2(0, δ) and, if [u] ∈ H1

s , additionally ∂xuj |Gj,l(x, y) = u′j,l(x),

p
1/2
j,l u

′
j,l ∈ L2(0, δ) and uj,l is absolutely continuous.

Proposition 3.2. Let Ωε be as in Section 2 and assume that the edges
G1, G2, G3 connect nicely at the node G4,ε (condition (C8) is not required).
Assume the notations introduced above and let [u] ∈ H1

s , [w] ∈ L2
s. Then

[u] ∈ D(A0), A0[u] = [w] iff the distributional derivative

(u′j,l(x)pj,l(x)|(1, 0)DT Tj (x, 0)|−2|detDTj(x, 0)|)′

exists and is equal to −wj,l(x)pj,l)(x)|detDTj(x, 0)| for all 0 < x < δ, l =
1, . . . , Lj , j = 1, 2, 3,

(3.2)
�

Gj

DxujDxvj |(1, 0)DT Tj (x, 0)|−2 dλj =
�

Gj

wjvj dλj

for all vj ∈ H1
s (Gj), vj(0, ·) ≡ 0 (as a trace), j = 1, 2, 3, and

(3.3)
∑

(j,l)∈Sk
u′j,l(0)pj,l(0)|(1, 0)DT Tj (0)|−2|detDTj(0)| = 0

for all k = 1, . . . , NΩ.

Proof. The proof is very similar to the one of Proposition 6.1 in [14], so
we only outline it. We use the notations introduced above, that is,
u(x, y)|Gj,l(x, y) = uj,l(x) if [u] ∈ L2

s. Note that we can apply Proposition

3.1 and H1
s is as in (3.1).
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Case ⇒. Let δ > 0 be as in Definition 3.1 (or slightly smaller) and 0 <
δ1 <

1
2δ. Fix k ∈ {1, . . . , NΩ} and (j, l) ∈ Sk. Set αj(x) := |(1, 0)DT Tj (x, 0)|−2

× |detDTj(x, 0)|. Let ṽ ∈ H1
0 (δ1, δ − δ1) and set vi(x, y) := ṽ(x) if i = j,

(x, y) ∈ Gj,l, δ1 < x < δ − δ1, and vi(x, y) := 0 elsewhere. Then [v] ∈ H1
s

and

a0([u], [v]) =

δ�

0

u′j,lṽ
′αjpj,l dx, ([w], [v])L2

s
=

δ�

0

wj,lṽpj,l|detDTj(x, 0)| dx.

Letting δ1 → 0, we see that A0[u] = [w] implies

(u′j,lαjpj,l)
′(x) = −wj,l(x)pj,l(x)|detDTj(x, 0)| ∈ L2(0, δ).

In particular limx↓0 u′j,l(x)αj(x)pj,l(x) exists.

Now set vi(x, y) := 1 − χ(x/δ1) if (x, y) ∈ Gj̃,l̃ for all (j̃, l̃) ∈ Sk, and

vi(x, y) := 0 elsewhere. Then [v] ∈ H1
s and as δ1 → 0,

0← ([w], [v])L2
s

= a0([u], [v])

=
∑

(j̃,l̃)∈Sk

�

Gj̃,l̃

u′
j̃,l̃
v′
j̃
αj̃ dx dy =

∑

(j̃,l̃)∈Sk

δ�

0

u′
j̃,l̃
αj̃pj̃,l̃v

′
j̃
dx

= −
∑

(j̃,l̃)∈Sk

δ�

0

(u′
j̃,l̃
αj̃pj̃,l̃)

′(x)vj̃ dx+ (u′
j̃,l̃
αj̃pj̃,l̃vj̃)(0)

→ −
∑

(j̃,l̃)∈Sk

(u′
j̃,l̃
αj̃pj̃,l̃)(0).

Thus equation (3.3) holds. In the same way using test functions vi(x, y) :=
ṽ(x, y) if (x, y) ∈ Gj , vi(x, y) := 0 elsewhere, ṽ ∈ H1

s (Gj) arbitrary with
trace ṽ(0, .) = 0, one can prove equation (3.2).

Case⇐. Assume the distributional derivative exists and equations (3.2)
and (3.3) hold. Let [v] ∈ H1

s and δ1 ↓ 0. Then

a0([u], [v])

=
3∑

j=1

�

Gj

DxujDx

(
vjχ

(
x

δ1

))
αj dx dy

+
3∑

j=1

�

Gj

DxujDx

(
vj

(
1− χ

(
x

δ1

)))
αj dx dy

=
3∑

j=1

�

Gj

wjvjχ

(
x

δ1

)
dλj +

3∑

j=1

Lj∑

l=1

−
δ�

0

(u′j,lpj,lαj)
′vj

(
1− χ

(
x

δ1

))
dx

− u′j,l(0)pj,l(0)αj(0)vj(0)→ ([w], [v])L2
s
.
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Example 3.1. Let Ωε be as in Section 2. Assume 0 < x0 < 1 is such that
Ga := G1∩ (]0, x0[×RM ) and Gb := G1∩ (]x0, 1[×RM ) are both connected,
Lipschitz and have finitely many connected components. Set Tε,a := Tε,1|Ga ,

Tε,b := Tε,1| Gb , Ta := Tb := T1, Ψε,a := Ta ◦ Sε ◦ Tε,a = Ψε,1|Ga , Ψε,b :=

Tb ◦ Sε ◦ Tε,b = Ψε,1|Gb , Ωa,ε := Ψε,a(Ga), Ωb,ε := Ψε,b(Gb) and Ωc,ε :=

Ψε,1(G1∩ ({x0}×RM )), Ψε,c(z) := Ψε,1(x0, y0)+εz, Gc,ε := Ψ−1
ε,c (Ωc,ε). Then

Ωa,ε∪Ωb,ε∪Ωc,ε = Ω1,ε, but instead of three edges and one node, the domain
Ωε consists now of four edges Ga, Gb, G2, G3 and two nodes Gc,ε, G4,ε.

Note that a simple linear transformation would yield projx(Ga) =
projx(Gb) = ]0, 1[ and Ψ−1

ε,a (Ωc,ε), Ψ
−1
ε,b (Ωc,ε) ⊂ ({0} × RM ), as assumed in

Section 2.
It is easy to show that for this “new” domain conditions (C1)–(C6),

(C8) of Section 2 hold. (C7) holds because [ua, ub, uc, u2, u3, u4] ∈ H1
ε iff

ua|({0}×RM )∩G1
= ub|({0}×RM)∩G1

(as traces).
We can apply the methods of Section 2 and get a limiting operator

A0(new) induced by a0(new), where it turns out that a0(new) = a0(old).
In other words: if x0 ∈ ]0, 1[ is as stated above, the we can divide an

edge putting in a new node. The resulting net-shaped domain satisfies all
conditions stated in Section 2 which hold for the original domain.

Example 3.2. Let M = 1 and Ωε ⊂ R2 satisfy conditions (C1)–(C7) of
Section 2. Assume ‖Tε,1,0,0‖∞ < 1 if ε ≤ ε0 for some 0 < ε0 ≤ 1.

In the following we shall always assume ε ≤ ε0, possibly decreasing
ε0 > 0 slightly. Assume additionally that there are x0 ∈ ]0, 1[, δ > 0,
%l ∈ C1([x0 − 2δ, x0 + 2δ],R), l = 1, 2, such that %1 < %2 and

G1 ∩ ([x0 − 2δ, x0 + 2δ]× R) =
⋃

x∈[x0−2δ,x0+2δ]

{x} × ]%1(x), %2(x)[.

Fix y0 ∈ ]%1(x0), %2(x0)[ and set zε,4 := Ψε,1(x0, y0), Ψε,c(z) := zε,4 + εz. We
assume %1(x) < y0 < %2(x) for all x0 − 2δ < x < x0 + 2δ.

By Lemma 2.1, (C4) and (C5) there is a constant C1 > 0 such that

|projx(Ψ−1
ε,1 (z1)− Ψ−1

ε,1 (z2))| ≤ C1‖z1 − z2‖,

‖projy(Ψ
−1
ε,1 (z1)− Ψ−1

ε,1 (z2))‖ ≤ C1

ε
‖z1 − z2‖,

‖Ψε,1(x1, y1)− Ψε,1(x2, y2)‖ ≤ C1(|x1 − x2|+ ε|y1 − y2|),(3.4)

‖Ψε,1(x3, y0)− Ψε,1(x0, y0)‖ ≥ 1

C1
(|x3 − x0|

for all z1, z2, x1, y1, x2, y2, x3 such that λz1 +(1−λ)z2 ∈ Ω1,ε and λ(x1, y1)+
(1− λ)(x2, y2) ∈ G1, for all λ ∈ [0, 1], and |x3 − x0| < 2δ, possibly decreas-
ing ε0 to get the last inequality. The displayed inequalites imply there are
r0, r̃0 > 0 such that Ψ−1

ε,1 ◦Ψε,c(Br0(0)) ⊂ Br̃0(x0, y0) ⊂ G1. Possibly decreas-

ing ε0 again and defining z4,ε,± := Ψ−1
ε,c ◦Ψε,1(x0± εr0/4C1, y0) ∈ Br0(0), we
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find that there is an r1 > 0 such that Br1(zε,4,±) ⊂ Br0(0) and

Ψ−1
ε,1 Ψε,c(Br1(zε,4,±))

⊂
(([

x0 − ε
r0

2C1
, x0 − ε

r0

8C1

]
∪
[
x0 + ε

r0

8C1
, x0 + ε

r0

2C1

])
× R

)
∩G1.

Set α := r0/10C1 and define Ga := (]0, x0[×R)∩G1, Gb := (]x0, 1[× R)
∩G1, Ωc,ε := Ψε,1(([x0 − αε, x0 + αε]× R) ∩G1), Gc,ε := Ψ−1

ε,c (Ωc,ε), and

Xε(x) := x+

(
1

2
(x0 − x)− αε

)
χ

(
1

αε
(x− x0 + 3αε)

)
,

Yε(x, y) :=
%2(Xε(x))− %1(Xε(x))

%2(x)− %1(x)

(
y − 1

2
(%1(x) + %2(x))

)

+
1

2
(%1(Xε(x)) + %2(Xε(x))), (x, y) ∈ Ga,

where we have extended Yε(x, y) = y if x ≤ x0 − 3αε. Then

Ga 3 (x, y) 7→ (Xε(x), Yε(x, y)) =: XYε(x, y) ∈ ([0, x0 − αε]× R) ∩G1

is bijective for ε ≤ ε0. Thus

Tε,a(x, y) := Tε,1 ◦XYε : Ga → Tε,a(Ga) = Tε,1(([0, x0 − αε]× R) ∩G1)

is a C1-diffeomorphism. If we set Ta := T1 and analogously define Tε,b, Tb, it
is straightforward to show that the requirements of Section 2 which do not
involve the node are satisfied (for ε ≤ ε0).

Note that Ta = Tb = T1 in (C5). Moreover, (3.4) shows Gc,ε is bounded,
i.e. (C6) holds. The balls Br0(0) and Br1(zε,4,±) satisfy the conditions in
Definition 3.1, hence Ga and Gb connect nicely at Gc,ε and (C7) holds as
well.

Define Tε : [−α, α]2 → ([x0 − αε, x0 + αε]× R) ∩G1 =
⋃
|x−x0|≤αε{x} ×

[%1(x), %2(x)] by

Tε(x, y)

=

(
x0 +εx,

1

2

(
%1(x0 +εx)+%2(x0 +εx)+

y

α
(%2(x0 +εx)−%1(x0 +εx))

))
.

Then Tε and Ψε,4,1 : [−α, α]2 → Gc,ε, Ψε,4,1 := Ψ−1
ε,c ◦ Ψε,1 ◦ Tε are C1-

diffeomorphisms. It is straightforward to show that |detDΨε,4,1| is bounded

away from 0 and infinity. (C5) implies that ‖DΨε,4,1‖, ‖DΨ−1
ε,4,1‖ are bounded

uniformly in (x, y) and ε. Next, Br0(0) and Br1(zε,4,±) satisfy the require-
ments for U1 and Uε,1,j,l in (C10). That is, (C10) holds and by Proposition
3.1 so does (C8) at Gc,ε.

We have Ωε = Ωa,ε∩Ωb,ε∩Ωc,ε∩Ω2,ε∩Ω3,ε∩Ω4,ε, i.e. as in Example 3.1
we look at Ωε as a net having four edges and two nodes, but unlike in 3.1
now Gc,ε has nonempty interior. As in Example 3.1 we get the same limiting
operator A0 as for the original net-shaped domain with three edges and one
node.
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Now perturb Ωε slightly by changing Ωc,ε: let U be a (finite number of)

small Lipschitz domain(s), U ⊂ ]−α, α[2, and set Gc,ε := Ψε,4,1([−α, α]2\U).
Then Ωε has a (finite number of) hole(s) which decrease(s) proportionally
to ε in all directions, Ga and Gb still connect nicely at Gc,ε, (C10) holds,
and H1

s and a0 do not change.
In other words: under the additional assumptions on the smoothness

above, the domains Ωε can have a finite number of holes in any edge if these
holes decrease of order ε in all directions. The limiting problem does not
change under this perturbation.

In our example, M = 1 and (G1)x0 has only one connected component,
but the technique could be extended to domains for which M > 1 and the
x-sections (G1)x0 have a finite number of connected components.

If a hole in an edge disappears faster than of order ε, we can no longer
find a diffeomorphism of the node (containing this hole) onto a fixed Lip-
schitz domain satisfying the requirements of condition (C10). In this case
one would have to divide the node and then apply this proposition.

In particular one can apply this technique to domains Ωε = Sε(Ω) with
Ω ⊂ R2 Lipschitz and bounded, viewing Ωε as a net-shaped domain hav-
ing only one edge and no node. Thus—under the additional smoothness
assumptions mentioned above and taking into account the weaker conver-
gence in our theorems—the results of [14] also hold if the relevant domains
have finitely many smooth holes of order ε or less.
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