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Abstract. We show the equivalence of some different definitions of $p$-superharmonic functions given in the literature. We also provide several other characterizations of $p$-superharmonicity. This is done in complete metric spaces equipped with a doubling measure and supporting a Poincaré inequality. There are many examples of such spaces. A new one given here is the union of a line (with the one-dimensional Lebesgue measure) and a triangle (with a two-dimensional weighted Lebesgue measure). Our results also apply to Cheeger $p$-superharmonic functions and in the Euclidean setting to $A$-superharmonic functions, with the usual assumptions on $A$.

1. Introduction. Superharmonic functions are used as a tool to study harmonic functions. They are, e.g., used to define Perron solutions of the Dirichlet (i.e. boundary value) problem for harmonic functions. In connection with nonlinear $p$-harmonic functions on weighted $\mathbb{R}^n$, $p$-superharmonic functions were used in the monograph Heinonen–Kilpeläinen–Martio [7]. An important feature of the definition is that the bounded superharmonic functions (we drop $p$ from the notation from now on) are exactly the bounded lower semicontinuously regularized supersolutions (there are also unbounded superharmonic functions which are not supersolutions).

In metric spaces, Kinnunen–Martio [13] noticed that the definition from [7] was difficult to use (since at that time Theorem 3.7 below was not known). They proposed a different definition, which in the Euclidean case is equivalent to the definition in [7]. In connection with quasiminimizers, they gave a third definition in [14], and showed that a superharmonic function according to the third definition is also superharmonic according to the second definition.

In this paper we show that the definitions given in [7], [13] and [14] are equivalent. We also give several other characterizations of superharmonic-
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ity, and provide similar characterizations for hyperharmonic functions. (The obvious characterizations for subharmonic and hypoharmonic functions are left to the interested reader.)

There are many different examples of complete metric spaces equipped with a doubling measure satisfying a Poincaré inequality. Here are some of them:

1. Unweighted and weighted Euclidean spaces (see the monograph by Heinonen–Kilpeläinen–Martio [7]).
2. Riemannian manifolds with nonnegative Ricci curvature satisfy the \((1,2)\)-Poincaré inequality (see Salo-Coste [18]).
3. Graphs (see Shanmugalingam [21]).
4. The Heisenberg group \(\mathbb{H}_1 = \mathbb{C} \times \mathbb{R}\) with the Lebesgue measure and the metric

\[
d((z,t),(z',t')) = |z-z'|^4 + (t-t' + 2 \text{Im} zz')^2\]

satisfies the \((1,1)\)-Poincaré inequality (see Heinonen [6, Theorem 9.27]). Note that \(\mathbb{H}_1\) is topologically 3-dimensional but Ahlfors 4-regular, i.e. \(\mu(B) \approx \text{diam}(B)^4\) for balls \(B\).
5. For every \(Q \geq 1\), Laakso [17] showed that there is an Ahlfors \(Q\)-regular space satisfying the \((1,1)\)-Poincaré inequality.
6. In Section 8, we construct an example where a line (with the one-dimensional Lebesgue measure) is glued to a triangle (with a two-dimensional weighted Lebesgue measure) so that the union satisfies the \((1,1)\)-Poincaré inequality.

The results and proofs given in this paper also hold for Cheeger \(p\)-harmonic functions (see, e.g., Björn–Björn–Shanmugalingam [2] for a discussion). The results and proofs also hold for \(\mathcal{A}\)-harmonic functions as defined on p. 57 of Heinonen–Kilpeläinen–Martio [7], assuming that \(\mathcal{A}\) satisfies the degenerate ellipticity conditions (3.3)–(3.7) on p. 56 of [7].

When this paper was almost ready, J. Björn [5] obtained Theorem 3.7, which improved Theorems 6.1 and 7.1.
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**2. Notation and preliminaries.** We assume throughout the paper that \(X = (X,d,\mu)\) is a complete metric space endowed with a metric \(d\) and a doubling measure \(\mu\), i.e. there exists a constant \(C > 0\) such that for all balls \(B = B(x_0,r) := \{x \in X : d(x,x_0) < r\}\) in \(X\) (we make the convention
that balls are nonempty and open),
\[ 0 < \mu(2B) \leq C \mu(B) < \infty, \]
where \( \lambda B = B(x_0, \lambda r) \). We emphasize that the \( \sigma \)-algebra on which \( \mu \) is defined is obtained by the completion of the Borel \( \sigma \)-algebra. We also assume that \( 1 < p < \infty \) and that \( \Omega \subset X \) is a nonempty open set. (At the end of this section we make one further assumption on \( X \) that is kept in the rest of the paper.)

Note that some authors assume that \( X \) is proper (i.e. closed bounded sets are compact) rather than complete, but, since \( \mu \) is doubling, \( X \) is proper if and only if it is complete.

A curve is a continuous mapping from an interval. We will in addition, throughout the paper, assume that every curve is nonconstant, compact and rectifiable. A curve can thus be parameterized by its arc length \( ds \).

**Definition 2.1.** A nonnegative Borel function \( g \) on \( X \) is an upper gradient of an extended real-valued function \( f \) on \( X \) if for all curves \( \gamma : [0, l_{\gamma}] \to X \),
\[
|f(\gamma(0)) - f(\gamma(l_{\gamma}))| \leq \int_{\gamma} g \, ds
\]
whenever both \( f(\gamma(0)) \) and \( f(\gamma(l_{\gamma})) \) are finite, and \( \int_{\gamma} g \, ds = \infty \) otherwise. If \( g \) is a nonnegative measurable function on \( X \) and if (2.1) holds for \( p \)-almost every curve, then \( g \) is a \( p \)-weak upper gradient of \( f \).

By saying that (2.1) holds for \( p \)-almost every curve we mean that it fails only for a curve family with zero \( p \)-modulus (see Definition 2.1 in Shanmugalingam [19]). It is implicitly assumed that \( \int_{\gamma} g \, ds \) is defined (with a value in \([0, \infty)\)) for \( p \)-almost every curve.

If \( g \in L^p(X) \) is a \( p \)-weak upper gradient of \( f \), then one can find a sequence \( \{g_j\}_{j=1}^{\infty} \) of upper gradients of \( f \) such that \( g_j \to g \) in \( L^p(X) \) (see Lemma 2.4 in Koskela–MacManus [16]).

If \( f \) has an upper gradient in \( L^p(X) \), then it has a minimal \( p \)-weak upper gradient \( g_f \in L^p(X) \) in the sense that for every \( p \)-weak upper gradient \( g \in L^p(X) \) of \( f \), \( g_f \leq g \) \( \mu \)-a.e. (see Corollary 3.7 in Shanmugalingam [20]). The minimal \( p \)-weak upper gradient can be given by the formula
\[
g_f(x) := \inf \limsup_{g \to 0^+} \int_{B(x,r)} g \, d\mu,
\]
where \( \int_A g \, d\mu := \mu(A)^{-1} \int_A g \, d\mu \) and the infimum is taken over all upper gradients \( g \in L^p(X) \) of \( f \) (see Lemma 2.3 in J. Björn [4]). See also Björn–Björn [1, Section 3] for some further comments on \( p \)-weak upper gradients.
DEFINITION 2.2. We say that $X$ supports a weak $(1, q)$-Poincaré inequality if there exist constants $C > 0$ and $\lambda \geq 1$ such that for all balls $B \subset X$, all measurable functions $f$ on $X$ and all upper gradients $g$ of $f$,

\[
\frac{\int_B |f - f_B| \, d\mu}{\mu(B)^{1/q}} \leq C \text{diam}(B) \left( \int_{\lambda B} g^q \, d\mu \right)^{1/q},
\]

where $f_B := \int_B f \, d\mu$. If $\lambda = 1$, then $X$ supports a $(1, q)$-Poincaré inequality.

In the above definition of Poincaré inequality we can equivalently assume that $g$ is a $q$-weak upper gradient—see the comments above. It is also equivalent to require that (2.2) holds for all $f \in \text{Lip}_c(X)$ and all upper gradients $g \in \text{Lip}_c(X)$ of $f$ (see Keith [8, Theorem 2]). Here $\text{Lip}_c(A) = \{ f \in \text{Lip}(A) : \text{supp} \, f \subseteq A \}$, where $E \subseteq A$ if $E$ is a compact subset of $A$.

By the Hölder inequality it is easy to see that if $X$ supports a weak $(1, q)$-Poincaré inequality, then it supports a weak $(1, s)$-Poincaré inequality for every $s > q$.

Following Shanmugalingam [19], we define a version of Sobolev spaces on the metric space $X$.

DEFINITION 2.3. Whenever $u \in L^p(X)$, let

\[
\|u\|_{N^{1,p}(X)} = \left( \int_X |u|^p \, d\mu + \inf_{g} \int_X g^p \, d\mu \right)^{1/p},
\]

where the infimum is taken over all upper gradients of $u$. The Newtonian space on $X$ is the quotient space

\[
N^{1,p}(X) = \{ u : \|u\|_{N^{1,p}(X)} < \infty \}/\sim,
\]

where $u \sim v$ if and only if $\|u - v\|_{N^{1,p}(X)} = 0$.

The space $N^{1,p}(X)$ is a Banach space and a lattice (see Shanmugalingam [19]).

DEFINITION 2.4. The capacity of a set $E \subset X$ is the number

\[
C_p(E) = \inf \|u\|_{N^{1,p}(X)}^p,
\]

where the infimum is taken over all $u \in N^{1,p}(X)$ such that $u = 1$ on $E$.

The capacity is countably subadditive. For this and other properties as well as equivalent definitions of the capacity we refer to Kilpeläinen–Kinnunen–Martio [10] and Kinnunen–Martio [11], [12].

We say that a property regarding points in $X$ holds quasieverywhere (q.e.) if the set of points for which the property does not hold has capacity zero. The capacity is the correct gauge for distinguishing between two Newtonian functions. If $u \in N^{1,p}(X)$, then $u \sim v$ if and only if $u = v$ q.e. Moreover, Corollary 3.3 in Shanmugalingam [19] shows that if $u, v \in N^{1,p}(X)$ and $u = v \mu$-a.e., then $u \sim v$. 
If $X$ supports a weak $(1,p)$-Poincaré inequality, then Lipschitz functions are dense in $N^{1,p}(X)$ and the functions in $N^{1,p}(X)$ are quasicontinuous (see [19]). This means that in the Euclidean setting, $N^{1,p}(\mathbb{R}^n)$ is the refined Sobolev space as defined on p. 96 of Heinonen–Kilpeläinen–Martio [7].

To be able to compare the boundary values of Newtonian functions we need a Newtonian space with zero boundary values. We let $N_{\Omega}^{1,p} = \{ f \in N^{1,p}(X) : f = 0 \text{ on } X \setminus \Omega \}$.

One can replace the assumption $f = 0$ on $X \setminus \Omega$ with $f = 0 \text{ q.e. on } X \setminus \Omega$ without changing the resulting space $N_{\Omega}^{1,p}$. Note that if $C_p(X, \Omega) = 0$, then $N_{\Omega}^{1,p} = N^{1,p}(\Omega)$.

We say that $f \in N_{\Omega}^{1,p}$ if $f \in N^{1,p}(\Omega')$ for every open $\Omega' \subset \Omega$.

We end this section by recalling some standard notation. We let $f_+ = \max\{f, 0\}$. By a continuous function we always mean a real-valued continuous function, whereas a semicontinuous function is allowed to be extended real-valued, i.e. to take values in the extended real line $\mathbb{R} := [-\infty, \infty]$.

In addition to the assumptions made at the beginning of this section, from now on we assume that $X$ supports a weak $(1,p)$-Poincaré inequality. By Keith–Zhong [9] it follows that $X$ supports a weak $(1,q)$-Poincaré inequality for some $q \in [1, p)$, which was earlier a standard assumption.

3. The obstacle problem. We follow Kinnunen–Martio [13] in making the following definition of the obstacle problem.

Let $V \subset X$ be a nonempty bounded open set with $C_p(X \setminus V) > 0$. (If $X$ is unbounded then the condition $C_p(X \setminus V) > 0$ is of course immediately satisfied.)

**Definition 3.1.** Let $f \in N^{1,p}(V)$ and $\psi : V \to \mathbb{R}$. Then we define

$$K_{\psi,f}(V) = \{ v \in N^{1,p}(V) : v - f \in N_{0}^{1,p}(V) \text{ and } v \geq \psi \text{ } \mu\text{-a.e. in } V \}.$$ 

Further, a function $u \in K_{\psi,f}(V)$ is a *solution of the $K_{\psi,f}(V)$-obstacle problem* if

$$\int_V g_u v^p d\mu \leq \int_V g_u f^p d\mu \text{ for all } v \in K_{\psi,f}(V).$$

Kinnunen–Martio [13, Theorem 3.2] showed that if $K_{\psi,f}(V) \neq \emptyset$, then there is a solution of the $K_{\psi,f}(V)$-obstacle problem, and this solution is unique up to equivalence in $N^{1,p}(V)$. They also showed (Theorem 5.1 in [13]) that if $u$ is a solution then its lower semicontinuous regularization $u^*(x) = \operatorname{ess\,inf}_{y \to x} u(y)$ is also a solution and this solution is the unique lower semicontinuously regularized solution. Furthermore, $u^*$ is $(a)$-superharmonic in $V$ (see Definition 4.1). If the obstacle $\psi$ is continuous they showed that $u^*$ is also continuous (see Theorem 5.5 in [13]). They actually considered
continuous functions which are even allowed to be extended real-valued. We will need the following special case of their result. For \( f \in N^{1,p}(V) \), define \( H_V f \) to be the continuous solution of the \( K_{-\infty,f}(V) \)-obstacle problem.

**Proposition 3.2.** Let \( f \in N^{1,p}(V) \) be continuous. Then there is a continuous solution \( u \) of the \( K_{f,f}(V) \)-obstacle problem. Moreover, \( u \geq f \) everywhere in \( V \), and \( u|_A = H_A f \) for the open set \( A = \{ x \in V : u(x) > f(x) \} \).

(See Björn–Björn [1, Proposition 4.2] for a proof.)

A function \( u \) is a superminimizer in \( \Omega \) if it is a solution of the \( K_{f,f}(0) \)-obstacle problem for every nonempty open subset \( \Omega' \subseteq \Omega \) with \( C_p(X \setminus \Omega') > 0 \). Equivalently, a function \( u \in N^{1,p}_{\text{loc}}(\Omega) \) is a superminimizer in \( \Omega \) if for every nonempty open subset \( \Omega' \subseteq \Omega \) and all nonnegative \( \varphi \in N^{1,p}_0(\Omega') \), we have

\[
\int_{\Omega'} g_u^p \, d\mu \leq \int_{\Omega'} g_{u+\varphi}^p \, d\mu.
\]

This is just a rephrasing apart from the case when \( \Omega = X \) is bounded, but in the latter case it is easy to see that \( u \) must be constant q.e. An equivalent definition was given in Kinnunen–Martio [14, Section 3].

A solution \( u \) of the \( K_{\psi,f}(V) \)-obstacle problem is a superminimizer in \( V \). Conversely, if \( u \in N^{1,p}(V) \) is a superminimizer, then \( u \) is a solution of the \( K_{u,u}(V) \)-obstacle problem. A function \( u \) is a minimizer in \( \Omega \) if it is a solution of the \( K_{-\infty,u}(\Omega') \)-obstacle problem for every nonempty open subset \( \Omega' \subseteq \Omega \) with \( C_p(X \setminus \Omega') > 0 \), or equivalently if both \( u \) and \( -u \) are superminimizers in \( \Omega \).

By Proposition 3.8 and Corollary 5.5 in Kinnunen–Shanmugalingam [15], a minimizer in \( \Omega \) can be modified on a set of capacity zero so that it becomes locally Hölder continuous in \( \Omega \). A \( p \)-harmonic function is a continuous minimizer. By Corollary 6.4 in [15], \( p \)-harmonic functions satisfy the strong maximum principle: If \( u \) attains its minimum or maximum in some component \( G \) of \( \Omega \), then \( u|_G \) is constant.

The sum of two \( p \)-harmonic functions is, in general, not a \( p \)-harmonic function. Nevertheless, if \( u \) is \( p \)-harmonic and \( \alpha, \beta \in \mathbb{R} \), then \( \alpha u + \beta \) is also \( p \)-harmonic.

If \( f_1, f_2 \in N^{1,p}(V) \) and \( (f_1 - f_2)_+ \in N^{1,p}_0(V) \), then \( H_V f_1 \leq H_V f_2 \). (This is a special case of Lemma 3.9.) It follows that for \( f \in N^{1,p}(V) \), \( H_V f \) only depends on \( f|_{\partial V} \). A Lipschitz function \( f \) on \( \partial V \) can be extended to a function \( \tilde{f} \in \text{Lip}(V) \) so that \( f = \tilde{f} \) on \( \partial V \). As \( H_V \tilde{f} \) does not depend on the choice of extension, we define \( H_V f := H_V \tilde{f} \).

We say that \( u \) is \( K \)-quasisuperharmonic in \( \Omega \) if it is \( K \)-quasisuperharmonic in the sense of Definition 7.1 in Kinnunen–Martio [14]. (Note that there is a misprint in [14]: the functions \( v_i \) should be assumed to be \( K \)-quasisuperminimizers.)
A function $u$ is $K$-quasihyperharmonic in $\Omega$ if in each component of $\Omega$ it is $K$-quasisuperharmonic or identically $\infty$.

**Definition 3.3.** Given a function $f : \partial V \to \mathbb{R}$, let $\mathcal{U}_f(V)$ be the set of all (a)-superharmonic functions $u$ in $V$ (see Definition 4.1) bounded below such that
\[
\liminf_{V \ni y \to x} u(y) \geq f(x) \quad \text{for all } x \in \partial V.
\]
Define the **upper Perron solution** of $f$ by
\[
P_V f(x) = \inf_{u \in \mathcal{U}_f(V)} u(x), \quad x \in V.
\]
The **lower Perron solution** is given analogously or by
\[
P_V f = -P_V(-f).
\]
If $P_V f = P_V f$, then we let $P_V f = P_V f$, and $f$ is said to be **resolutive**.

The comparison principle given by Kinnunen–Martio [13, Theorem 7.2], shows that $P_V f \leq P_V f$ for all functions $f$.

We now have two ways of solving the Dirichlet problem for $p$-harmonic functions. We need two results from Björn–Björn–Shanmugalingam [2]:

**Theorem 3.4** (Theorem 6.1 in [2]). Let $f \in C(\partial V)$. Then $f$ is resolutive.

**Theorem 3.5** (Theorem 5.1 in [2]). Let $f \in N^{1,p}(X)$. Then $P_V f = H_V f$ in $V$.

Note that since $H_V f$ is independent of which representative of $f$ we pick, also $P_V f$ is independent of the representative (when $f \in N^{1,p}(X)$).

**Definition 3.6.** A point $x_0 \in \partial V$ is **regular** if
\[
\lim_{V \ni y \to x_0} H_V f(y) = f(x_0) \quad \text{for all } f \in \text{Lip}(\partial V).
\]
If $x_0 \in \partial V$ is not regular, then it is **irregular**. The set $V$ is **regular** if every $x_0 \in \partial V$ is regular.

Note that when we say that a set is regular we require that it is nonempty, open, bounded and has a complement with positive capacity. For equivalent characterizations of regular boundary points see Björn–Björn [1, Theorem 6.2].

From J. Björn [5] we need the following result.

**Theorem 3.7.** Assume that either $X$ is unbounded or $\Omega \neq X$. Then there exist regular sets $\Omega_1 \subseteq \Omega_2 \subseteq \cdots$ such that $\Omega = \bigcup_{j=1}^{\infty} \Omega_j$.

We also need the following results from Björn–Björn [1].
PROPOSITION 3.8 (Corollary 5.4 in [1]). Assume that $V$ is regular. Let $f \in \text{Lip}(V)$, and let $u$ be the continuous solution of the $\mathcal{K}_{f,f}(V)$-obstacle problem in $V$, and $u = f$ on $\partial V$. Then $u \in C(V)$.

LEMMA 3.9 (Lemma 5.6 in [1]). Let $\psi_j : V \to \overline{\mathbb{R}}$ and $f_j \in N^{1,p}(V)$ be such that $\mathcal{K}_{\psi_j,f_j}(V) \neq \emptyset$, and let $u_j$ be the lower semicontinuously regularized solution of the $\mathcal{K}_{\psi_j,f_j}(V)$-obstacle problem, $j = 1, 2$. Assume that $\psi_1 \leq \psi_2 \mu$-a.e. in $V$ and that $(f_1 - f_2)_+ \in N^{1,p}_0(V)$. Then $u_1 \leq u_2$ in $V$.

4. Definitions of superharmonicity. The main purpose of this note is to obtain equivalent definitions of superharmonicity; in order to be able to study this we need to give a number of different definitions of superharmonicity.

One should observe that even though we give different definitions of superharmonicity, the underlying definitions of harmonicity and superminimizers are the same throughout.

DEFINITION 4.1. Let $u : \Omega \to (-\infty, \infty]$ and consider the following statements:

(i) The function $u$ is lower semicontinuous in $\Omega$.
(ii) The function $u$ is not identically $\infty$ in any component of $\Omega$.
(iii.a) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in C(\overline{\Omega'}) \cap N^{1,p}(\Omega')$ such that $v \leq u$ on $\partial \Omega'$, we have $H_{\Omega'} v \leq u$ in $\Omega'$.
(iii.b) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in \text{Lip}(\partial \Omega')$ such that $v \leq u$ on $\partial \Omega'$, we have $H_{\Omega'} v \leq u$ in $\Omega'$.
(iii.c) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in N^{1,p}(\Omega')$ such that $v \leq u$ q.e. on $\partial \Omega'$, we have $H_{\Omega'} v \leq u$ in $\Omega'$.
(iii.d) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in C(\overline{\Omega'}) \cap N^{1,p}(\Omega')$ such that $v \leq u$ on $\overline{\Omega'}$, we have $w \leq u$ in $\Omega'$, where $w$ is the continuous solution of the $\mathcal{K}_{u,v}(\Omega')$-obstacle problem.
(iii.e) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in \text{Lip}(\overline{\Omega'})$ such that $v \leq u$ on $\overline{\Omega'}$, we have $w \leq u$ in $\Omega'$, where $w$ is the continuous solution of the $\mathcal{K}_{u,v}(\Omega')$-obstacle problem.
(iii.f) For every nonempty open set $\Omega' \subset \subset \Omega$ with $C_p(X \setminus \Omega') > 0$, and all functions $v \in C(\overline{\Omega'})$ such that $v$ is $p$-harmonic in $\Omega'$ and $v \leq u$ on $\partial \Omega'$, we have $v \leq u$ in $\Omega'$. 

(iii.g) For every nonempty open set $\Omega' \Subset \Omega$ with $\Omega' \neq \Omega$, and all functions $v \in C(\overline{\Omega'})$ such that $v$ is $p$-harmonic in $\Omega'$ and $v \leq u$ on $\partial \Omega'$, we have $v \leq u$ in $\Omega'$.

For $j = a, \ldots, g$, we define $u$ to be $(j)$-superharmonic in $\Omega$ if $u$ satisfies conditions (i), (ii) and (iii.$j$). Furthermore, we define $u$ to be $(j)$-hyperharmonic in $\Omega$ if $u$ satisfies conditions (i) and (iii.$j$).

We will show that the different definitions of superharmonicity above are equivalent.

The definition of $(g)$-superharmonicity is the one given in Heinonen–Kilpeläinen–Martio [7, p. 131] in the weighted Euclidean setting.

Kinnunen–Martio [13, Section 7] gave the definition of $(a)$-superharmonicity in the metric space setting. They knew that the definitions of $(g)$-superharmonicity and $(a)$-superharmonicity are equivalent in the weighted Euclidean setting (this was mentioned at a public lecture given by Kinnunen at the University of Michigan, Ann Arbor, 28 February 2002).

In Björn–Björn–Shanmugalingam [2] it was observed, after Definition 3.10, that $(a)$-superharmonicity is equivalent to $(b)$-superharmonicity.

In connection with quasisuperminimizers, Kinnunen–Martio [14] gave the definition of $(d)$-superharmonicity. They showed that $(d)$-superharmonicity implies $(a)$-superharmonicity.

We have given special care to correctly handle the case $X = \Omega$ bounded.

REMARK 4.2. Let us make some observations for $j \in \{a, \ldots, g\}$.

1. If $u$ is $p$-harmonic in $\Omega$, then $u$ is $(j)$-superharmonic in $\Omega$.

2. The assumption “for every nonempty open set $\Omega' \Subset \Omega$” can be replaced by “for every domain $\Omega' \Subset \Omega$”. In one direction this is trivial and in the other it follows by arguing in each component of $\Omega'$ separately. (A domain is by definition a nonempty open connected set.)

3. Let $\Omega' \Subset \Omega$. If $X$ is unbounded, then it is immediate that $C_p(X \setminus \Omega')$ is positive; similarly if $\Omega \neq X$, then there are $x \in X \setminus \Omega$ and $r > 0$ so that $B(x, r) \subset X \setminus \Omega'$, hence $C_p(X \setminus \Omega') > 0$. Thus the condition $C_p(X \setminus \Omega') > 0$ is redundant unless $X = \Omega$ is bounded, but in this case we need to have the obstacle problem uniquely soluble (and the operator $H_{\Omega'}$ well defined), which is essential in (iii.a)–(iii.e). Alternatively one can formulate these definitions in a manner similar to (i) in Theorem 6.1, or, in view of (5) below, just say that if $X$ is bounded, then $u$ is $(j)$-superharmonic on $X$ if $u$ is constant.

4. If the condition $\Omega' \neq \Omega$ were omitted from (iii.$g$) and $X$ were bounded, then, as all constant functions are $p$-harmonic, no function would be $(g)$-superharmonic on $X$, which would contradict (1).

5. It follows from the maximum principle for $p$-harmonic functions and for the obstacle problem that $u \equiv k \in \mathbb{R}$ is $(j)$-superharmonic. Conversely, if $X$ is bounded, then all $(j)$-superharmonic functions on $X$ are constant. To
see this, let \( u \) be \((d)\)-superharmonic on \( X \). Let \( m = \inf_X u \) and \( M = \sup_X u \). Let \( \delta < M \) be arbitrary and \( x \in X \) be so that \( u(x) > \delta \). Since \( u \) is lower semi-continuous there is a ball \( B = B(x, r) \) such that \( u > \delta \) in \( 2B \). Let \( v \in \text{Lip}(X) \) be such that \( v = \delta \) in \( B, v = m \) on \( X \setminus 2B \) and \( m \leq v \leq \delta \) on \( X \); then \( v \leq u \) on \( X \). Let \( w \) be the continuous solution of the \( \mathcal{K}_{v,v}(X \setminus \overline{B}) \)-obstacle problem. By Lemma 3.9 and the maximum principle for \( p \)-harmonic functions, 
\[
    u \geq w \geq H_{X \setminus B} v \geq \delta \quad \text{in} \quad X \setminus \overline{B}.
\]
Thus \( u \geq \delta \) on \( X \), and since \( \delta < M \) was arbitrary, \( u \equiv M < \infty \). The proofs for \( j \neq d \) are similar or easier.

(6) If \( u \) and \( v \) are \((j)\)-superharmonic in \( \Omega \), \( a \geq 0 \) and \( b \in \mathbb{R} \), then \( \min\{u, v\} \) and \( au + b \) are \((j)\)-superharmonic in \( \Omega \).

(7) A function \( u \) satisfying (ii) is \((j)\)-superharmonic in \( \Omega \) if and only if \( \min\{u, k\} \) is \((j)\)-superharmonic in \( \Omega \) for all \( k \in \mathbb{R} \). In one direction this follows from (5) and (6). In the other direction, if \( j \neq c \), it follows since continuous functions are bounded on compact sets, and if \( j = c \) it will follow from the characterization in Theorem 6.1.

(8) Let \( \Omega_1 \subset \Omega_2 \subset \cdots \) be an increasing sequence of open sets such that \( \Omega = \bigcup_{k=1}^{\infty} \Omega_k \). Then a function is \((j)\)-superharmonic in \( \Omega \) if and only if it is \((j)\)-superharmonic in \( \Omega_k \) for every \( k \). (This follows from a compactness argument.)

(9) A function is \((j)\)-superharmonic in \( \Omega \) if and only if it is \((j)\)-superharmonic in every component of \( \Omega \).

(10) A function is \((j)\)-hyperharmonic in \( \Omega \) if and only if in every component of \( \Omega \) it is either identically \( \infty \) or \((j)\)-superharmonic.

(11) There are obvious counterparts for subharmonic and hypoharmonic functions.

5. Functions that are \((f)\)-superharmonic. In this section we prove the results for \((f)\)-superharmonic functions needed in the proof of Theorem 6.1. The proofs in this section are fairly close to those in Section 7 of Kinnunen–Martio [13]. The author has been unable to follow the proof of Lemma 7.16 in [13], however, Kinnunen–Martio made all the preparations for a correct proof. For the reader who so wishes it is an easy task to modify the proof of Lemma 5.4 below to give an alternative proof of Lemma 7.16 in [13].

**Theorem 5.1.** Let \( u \) be \((f)\)-superharmonic in \( \Omega \) and let \( \Omega' \subset \subset \Omega \) be regular. Then there is an increasing sequence of continuous superminimizers \( \{u_j\}_{j=1}^{\infty} \) in \( \Omega' \) such that \( u(x) = \lim_{j \to \infty} u_j(x) \) for every \( x \in \Omega' \).

**Proof.** Since \( u \) is lower semicontinuous in \( \Omega \), there is an increasing sequence \( \{\varphi_j\}_{j=1}^{\infty} \) of Lipschitz functions on \( \overline{\Omega'} \) such that \( u = \lim_{j \to \infty} \varphi_j \).
on $\Omega'$. Let $u_j$ be the continuous solution of the $\mathcal{K}_{\varphi_j}(\Omega')$-obstacle problem in $\Omega'$, and $u_j = \varphi_j$ on $\partial \Omega'$. By Proposition 3.8, $u_j \in C(\overline{\Omega'})$. Let $A_j = \{x \in \Omega' : u_j(x) > \varphi_j(x)\}$. By Proposition 3.2, $A_j$ is an open set, $u_j = H_{A_j} \varphi_j$ is $p$-harmonic in $A_j$ and $u_j = \varphi_j \leq u$ on $\partial A_j$. Since $u$ is $(f)$-superharmonic, it follows that $u_j \leq u$ in $A_j$. Thus

$$u = \lim_{j \to \infty} \varphi_j \leq \lim_{j \to \infty} u_j \leq u \text{ in } \Omega',$$

and hence $u = \lim_{j \to \infty} u_j$ in $\Omega'$. That the sequence $\{u_j\}_{j=1}^{\infty}$ is increasing follows from Lemma 3.9.

**Corollary 5.2.** Let $u$ be $(f)$-superharmonic in $\Omega$ and let $\Omega' \Subset \Omega$ be regular. If $u$ is locally bounded in $\Omega'$, then $u$ is a superminimizer in $\Omega'$.

**Proof.** By Theorem 5.1, $u$ is a limit of an increasing sequence of superminimizers. It follows from Theorem 6.1 in [13] that $u$ is a superminimizer in $\Omega'$.

**Lemma 5.3.** Let $u$ be $(f)$-superharmonic in $\Omega$ and let $\Omega' \Subset \Omega$ be regular. Then for every ball $B$ such that $u \geq 0$ in $6B \subset \Omega'$ we have

$$\left( \frac{\int_B u^\sigma \, d\mu}{3B} \right)^{1/\sigma} \leq c \inf_{3B} u,$$

where $c < \infty$ and $\sigma > 0$ only depend on $p$ and the constants in the doubling condition and the Poincaré inequality.

**Proof.** Construct the sequence $\{u_j\}_{j=1}^{\infty}$ as in the proof of Theorem 5.1. In the construction we can assume that $\varphi_j \geq 0$ in $5B$, and hence that $0 \leq u_j \leq u$ in $5B$. Using Lemma 4.7 of [13], and the fact that $u_j$ is continuous, we see that

$$\left( \frac{\int_B u_j^\sigma \, d\mu}{3B} \right)^{1/\sigma} \leq c \text{ess inf}_{3B} u_j = c \inf_{3B} u_j \leq c \inf_{3B} u.$$

Since $u_j$ increases to $u$, the monotone convergence theorem shows that

$$\left( \frac{\int_B u^\sigma \, d\mu}{3B} \right)^{1/\sigma} \leq c \inf_{3B} u.$$

**Lemma 5.4.** Let $u$ be $(f)$-superharmonic in $\Omega$, $\Omega' \Subset \Omega$ be regular and $\Omega'' \subset \Omega'$ be open. Assume that $u = 0$ $\mu$-a.e. in $\Omega''$. Then $u = 0$ everywhere in $\Omega''$.

**Proof.** Let $x \in \Omega''$. Since $u$ is lower semicontinuous,

$$u(x) \leq \liminf_{y \to x} u(y) \leq 0.$$

Let $\varepsilon > 0$. Again since $u$ is lower semicontinuous, there is a ball $B = \cdots$
\( B(x, r) \subset 6B \subset \Omega'' \) such that

\[
u(y) \geq u(x) - \varepsilon \quad \text{for } y \in 6B.
\]

Then \( v = u - u(x) + \varepsilon \) is an \( (f) \)-superharmonic function in \( \Omega \) such that \( v \geq 0 \) in \( 6B \) and \( v = -u(x) + \varepsilon \) \( \mu \)-a.e. in \( 6B \). So by Lemma 5.3,

\[
-u(x) \leq -u(x) + \varepsilon = \left( \frac{1}{B} \int v^\sigma \, d\mu \right)^{1/\sigma} \leq c \inf_{3B} v \leq cv(x) = c\varepsilon.
\]

Letting \( \varepsilon \to 0^+ \) gives \( -u(x) \leq 0 \), i.e. \( u(x) = 0. \)

**Theorem 5.5.** Let \( u \) be \( (f) \)-superharmonic in \( \Omega \) and let \( \Omega' \subset \Omega \) be regular. Then

\[
u(x) = \text{ess lim inf}_{y \to x} u(y) \quad \text{for every } x \in \Omega'.
\]

**Proof.** Let \( x \in \Omega' \). Since \( u \) is lower semicontinuous,

\[
u(x) \leq \text{lim inf}_{y \to x} u(y) \leq \text{ess lim inf}_{y \to x} u(y) =: \lambda.
\]

Let \( a < \lambda \). Then there is a ball \( B = B(x, r) \subset \Omega' \) such that

\[
u(y) > a \quad \text{for } \mu\text{-a.e. } y \in B.
\]

Let \( v = \min\{u - a, 0\} \), an \( (f) \)-superharmonic function in \( \Omega \) such that \( v = 0 \) \( \mu \)-a.e. in \( B \). By Lemma 5.4, \( v = 0 \) everywhere in \( B \), and thus \( u(x) \geq a \).

Letting \( a \to \lambda \) shows that \( u(x) = \lambda. \)

### 6. Characterizations of superharmonicity

**Theorem 6.1.** Let \( u : \Omega \to (-\infty, \infty] \). Then the following are equivalent:

- (a) \( u \) is (a)-superharmonic in \( \Omega \);
- (b) \( u \) is (b)-superharmonic in \( \Omega \);
- (c) \( u \) is (c)-superharmonic in \( \Omega \);
- (d) \( u \) is (d)-superharmonic in \( \Omega' \) for every nonempty open set \( \Omega' \subset \Omega \) with \( C_p(X \setminus \Omega') > 0 \);
- (e) \( u \) is not identically \( \infty \) in any component of \( \Omega \), and \( \min\{u, k\} \) is (d)-superharmonic in \( \Omega \) for every \( k \in \mathbb{R} \);
- (f) \( u \) is not identically \( \infty \) in any component of \( \Omega \), and \( \min\{u, k\} \) is a lower semicontinuously regularized superminimizer in \( \Omega \) for every \( k \in \mathbb{R} \);
- (g) \( u \) is not identically \( \infty \) in any component of \( \Omega \), and for every \( k \in \mathbb{R} \), \( u_k := \min\{u, k\} \) is a superminimizer in \( \Omega \) such that \( u_k(x) = \lim_{r \to 0^+} \frac{1}{B(x, r)} \int_{B(x, r)} u_k \, d\mu \) for \( x \in \Omega \).
Of course, in (i) and (j) we can replace d by a, b, c, e, f or g once this theorem has been proved.

Proof. (d)⇒(i). This is trivial.

(i)⇒(d). If \( \Omega = X \) is bounded, then the proof given in Remark 4.2(5) actually only uses the fact that \( u \) is (d)-superharmonic in \( X \setminus B \) for every ball \( B \subset X \), and thus \( u \) is constant and we are done. Otherwise, we can find \( \Omega_1 \in \Omega_2 \in \cdots \) such that \( \Omega = \bigcup_{j=1}^{\infty} \Omega_j \). As \( C_p(X \setminus \Omega_j) > 0 \), \( u \) is (d)-superharmonic in \( \Omega_j \) for every \( j \), and thus by Remark 4.2(8), \( u \) is (d)-superharmonic in \( \Omega \).

(d)⇒(a). This is Lemma 8.5 in Kinnunen–Martio [14]. We however give an alternative proof here: If \( \Omega = X \) is bounded, then this follows from Remark 4.2(5). Otherwise, we can find \( \Omega_1 \in \Omega_2 \in \cdots \) such that \( \Omega = \bigcup_{j=1}^{\infty} \Omega_j \). For every \( j \), by Lemma 8.2 in [14] there exists an increasing sequence \( \{u_{j,k}\}_{k=1}^{\infty} \) of continuous superminimizers in \( \Omega_j \) such that \( u = \lim_{k \to \infty} u_{j,k} \) everywhere in \( \Omega_j \). By Proposition 7.4 in Kinnunen–Martio [13], \( u_{j,k} \) is (a)-superharmonic in \( \Omega_j \). Hence, by Lemma 7.1 in [13], \( u \) is (a)-superharmonic in \( \Omega_j \). Finally, by Remark 4.2(8), \( u \) is (a)-superharmonic in \( \Omega \).

(a)⇒(c). Let \( \Omega' \in \Omega \) be a nonempty open set with \( C_p(X \setminus \Omega') > 0 \) and let \( v \in N_{1,p}^{1,p}(\Omega) \) be such that \( v \leq u \) q.e. on \( \partial \Omega' \). Let \( \eta \in \text{Lip}_c(\Omega) \) be 1 on \( \overline{\Omega'} \) and

\[
\tilde{v} = \begin{cases} 
\min\{v, u\} & \text{on } \partial \Omega', \\
\eta v & \text{in } X \setminus \partial \Omega'.
\end{cases}
\]

Then \( \tilde{v} = \eta v \) q.e. on \( X \), and as \( \eta v \in N_{1,p}(X) \) also \( \tilde{v} \in N_{1,p}(X) \). Moreover \( \tilde{v} \leq u \) on \( \partial \Omega' \). Since \( u \) is lower semicontinuous it is bounded from below on \( \overline{\Omega'} \). Furthermore, \( \liminf_{\Omega' \ni y \to x} u(y) \geq u(x) \geq \tilde{v}(x) \) for \( x \in \partial \Omega' \), from which it follows, by definition, that \( u \in \mathcal{U}_{\tilde{v}}(\Omega') \). Using Theorem 3.5, we see that

\[
u \geq P_{\Omega'} \tilde{v} = H_{\Omega'} \tilde{v} = H_{\Omega'} v \quad \text{in } \Omega'.
\]

(c)⇒(b). This follows since any Lipschitz function on \( \partial \Omega' \) can be extended to a Lipschitz function in \( \Omega \), and \( \text{Lip}(\Omega) \subset N_{1,p}^{1,p}(\Omega) \).

(b)⇒(g). If \( \Omega = X \) is bounded, then \( u \) is constant by Remark 4.2(5) and thus \( u \) is (g)-superharmonic. Otherwise, let \( \Omega' \in \Omega \) be a nonempty open set. Then \( C_p(X \setminus \Omega') > 0 \). Let \( v \in C(\overline{\Omega'}) \) be \( p \)-harmonic in \( \Omega' \) and such that \( v \leq u \) on \( \partial \Omega' \). By Corollary 6.2 in Björn–Björn–Shanmugalingam [2], \( v = P_{\Omega'} v \) in \( \Omega' \). Let \( \varepsilon > 0 \). Then there exists \( v' \in \text{Lip}(\overline{\Omega'}) \subset N_{1,p}(\overline{\Omega'}) \) such that \( v' \leq v \leq v' + \varepsilon \) on \( \overline{\Omega'} \). Since \( v' \leq u \) on \( \partial \Omega' \) and \( u \) is (b)-superharmonic, \( P_{\Omega'} v' = H_{\Omega'} v' \leq u \) in \( \Omega' \). By the comparison principle we have \( v = P_{\Omega'} v \leq P_{\Omega'} v' + \varepsilon \leq u + \varepsilon \) in \( \Omega' \). Letting \( \varepsilon \to 0+ \) completes the proof of this implication.

(g)⇒(f). This is trivial.
(f)⇒(k). If \( \Omega = X \) is bounded, then \( u \) is constant by Remark 4.2(5) and thus (k) holds. Otherwise, by Theorem 3.7, there exist regular sets \( \Omega_1 \subseteq \Omega_2 \subseteq \cdots \) such that \( \Omega = \bigcup_{j=1}^{\infty} \Omega_j \). Let \( k \in \mathbb{R} \) and \( u_k = \min\{u, k\} \). By Corollary 5.2, \( u_k \) is a superminimizer in \( \Omega_j \) for every \( j \), from which it follows that \( u_k \) is a superminimizer in \( \Omega \). By Theorem 5.5, \( u_k \) is lower semicontinuously regularized in \( \Omega_j \) for every \( j \) and thus in all of \( \Omega \).

(k)⇒(j). This follows directly from Lemma 8.3 in Kinnunen–Martio [14]. (For the case \( C_p(X \setminus \Omega) = 0 \) use the fact that we have already shown that (d)⇔(i).)

(j)⇒(d). This follows from Remark 4.2(7).

(d)⇒(e). This is trivial.

(e)⇒(d). Let \( \Omega' \subseteq \Omega \) be a nonempty open set with \( C_p(X \setminus \Omega') > 0 \). Let further \( v \in C(\overline{\Omega'}) \cap N^{1,p}(\Omega') \) be such that \( v \leq u \) on \( \overline{\Omega'} \). Let \( \varepsilon > 0 \). Then there exists \( v' \in \text{Lip}(\overline{\Omega'}) \subset N^{1,p}(\overline{\Omega'}) \) such that \( v' \leq v \leq v' + \varepsilon \) on \( \overline{\Omega'} \). Let \( w \) and \( w' \) be the continuous solutions of the \( K_{v,v}(\Omega') \)- and \( K_{v',v'}(\Omega') \)-obstacle problems, respectively. Since \( v' \leq u \) on \( \overline{\Omega'} \) and \( u \) is (e)-superharmonic, \( w' \leq u \) in \( \Omega' \). By Lemma 3.9, \( w \leq w' + \varepsilon \leq u + \varepsilon \) in \( \Omega' \). Letting \( \varepsilon \to 0+ \) completes the proof of this implication.

(k)⇔(h). This is Theorem 7.10 in Kinnunen–Martio [14] (which unfortunately is not correctly stated, but should be stated in the form of the equivalence we want here).

(k)⇔(l). This follows from Remark 5.4 in Kinnunen–Martio [13], which says that

\[
\text{ess lim}_{y \to x} \inf v(y) = \lim_{r \to 0+} \frac{1}{B(x,r)} \int_{B(x,r)} v \, d\mu, \quad x \in \Omega,
\]

for any bounded superminimizer \( v \) in \( \Omega \). ■

7. Characterizations of hyperharmonicity

**Theorem 7.1.** Let \( u : \Omega \to (-\infty, \infty] \). Then the following are equivalent:

(a) \( u \) is (a)-hyperharmonic in \( \Omega \);
(b) \( u \) is (b)-hyperharmonic in \( \Omega \);

\( \vdots \)

(g) \( u \) is (g)-hyperharmonic in \( \Omega \);
(h) \( u \) is 1-quasihyperharmonic in \( \Omega \);
(i) \( u \) is (d)-hyperharmonic in \( \Omega' \) for every nonempty open set \( \Omega' \subset \Omega \) with \( C_p(X \setminus \Omega') > 0 \);
(j) \( \min\{u, k\} \) is (a)-superharmonic in \( \Omega \) for every \( k \in \mathbb{R} \);
(k) \( \min\{u, k\} \) is a lower semicontinuously regularized superminimizer in \( \Omega \) for every \( k \in \mathbb{R} \);
(l) for every \( k \in \mathbb{R} \), \( u_k := \min\{u, k\} \) is a superminimizer in \( \Omega \) such that \( u_k(x) = \lim_{r \to 0+} \frac{1}{B(x,r)} \int_{B(x,r)} u_k \, d\mu \) for \( x \in \Omega \).
Proof. Assume first that \( \Omega \) is connected. If \( u \equiv \infty \) in \( \Omega \), then all statements are true. On the other hand, if \( u \not\equiv \infty \) in \( \Omega \), then the result follows directly from Theorem 6.1.

Assume next that \( \Omega \) is arbitrary. Then we argue in each component separately and obtain the full result using Remark 4.2(10). ■

8. A line joined to a triangle. In this section we give an example of a space \( X \) satisfying our standard assumptions including the \((1,1)\)-Poincaré inequality, such that the local dimension of the space is different at different parts of the space.

We let \( X_1 = [-1,0] \), \( X_2 = \{ z \in \mathbb{C} : 0 \leq \text{Re} \, z \leq 1 \text{ and } |\text{arg} \, z| \leq \pi/4 \} \) (other angles can be obtained by applying a linear transformation) and \( X = X_1 \cup X_2 \). (We use complex notation to simplify some expressions.) Further, let \( \mu|_{X_1} \) be the one-dimensional Lebesgue measure, and \( d\mu|_{X_2} = |z|^{-1} \, dm \), where \( m \) is the two-dimensional Lebesgue measure, i.e. \( d\mu|_{X_2} = dr \, d\theta \) in polar coordinates.

We need to prove that \( \mu \) is doubling and that \( X \) satisfies the \((1,1)\)-Poincaré inequality. We start with the Poincaré inequality.

Let \( u \) be a measurable function on \( X \) and \( g \) an upper gradient of \( u \). Let \( B = B(x_0, r_0) \subset X \) be a ball. We want to prove that there is a constant \( a_B \) such that

\[
\int_B |u - a_B| \, d\mu \leq C \, \text{diam}(B) \int_B g \, d\mu,
\]

for if this holds then

\[
\int_B |u - u_B| \, d\mu \leq \int_B |u - a_B| \, d\mu + |u_B - a_B| \leq 2 \int_B |u - a_B| \, d\mu \leq 2C \, \text{diam}(B) \int_B g \, d\mu.
\]

Assume first that \( B \cap X_1 \neq \emptyset \). We let \( T_0 = \inf \{ x \in B \cap X_1 \} \), \( T_1 = \sup \{ x \in B \cap X_1 \} \) and \( a_B = u(T_1) \). Then

\[
\int_{B \cap X_1} |u - a_B| \, d\mu \leq \int_{T_0}^{T_1} \int T_0^t g(\tau) \, d\tau \, dt \leq |T_1 - T_0| \int_{T_0}^{T_1} g(\tau) \, d\tau \leq \text{diam}(B) \int_{B \cap X_1} g \, d\mu.
\]
Thus we have proved (8.1) in the case when $B \subset X_1$. We therefore assume that $0 \in B$. Furthermore, let $r_\theta = \sup \{ r \geq 0 : re^{i\theta} \in B \cap X_2 \}$. Then

$$\int_{B \cap X_2} |u - a_B| \, d\mu = \int_{-\pi/4}^{\pi/4} \int_{0}^{r_\theta} \int_{0}^{r_\theta} |u(re^{i\theta}) - u(0)| \, dr \, d\theta \leq \int_{-\pi/4}^{\pi/4} \int_{0}^{r_\theta} \int_{0}^{r_\theta} g(re^{i\theta}) \, d\theta \, dr \, d\theta \leq \int_{-\pi/4}^{\pi/4} r_\theta \int_{0}^{r_\theta} g(re^{i\theta}) \, d\theta \leq \text{diam}(B) \int_{B \cap X_2} g \, d\mu.$$ 

Combining this with (8.2) gives

$$\int_{B} |u - a_B| \, d\mu \leq \text{diam}(B) \int_{B} g \, d\mu.$$ 

It remains to consider the case $B = B(x, r) \subset X_2 \setminus \{0\}$, $x \in X_2$. Let $v = u|_{X_2}$ and extend $v$ by reflections to all of $\mathbb{C}$, i.e. let $v(z) = v(w)$ if $z \sim w$, where $\sim$ is the equivalence class on $\mathbb{C}$ defined by saying that

$$a + ib \sim -a - ib \sim b + ia, \quad \pm 1 + a + ib \sim \pm 1 - a + ib, \quad a \pm i + ib \sim a \pm i - ib,$$ 

$a, b \in \mathbb{R}$. Note that for every $z \in \mathbb{C}$, there is a unique $w \in X_2$ such that $z \sim w$. We extend the measure $d\mu|_{X_2}$ to $d\tilde{\mu} = dr \, d\theta$ on $\mathbb{C}$. It is straightforward to check that $\tilde{\mu}$ is a Muckenhoupt $A_1$ weight and therefore $\tilde{\mu}$ is doubling and satisfies a $(1, 1)$-Poincaré inequality (see, e.g., J. Björn [3, Theorem 4]). Let now $g$ be an upper gradient of $u$. Then $\tilde{g}$, defined by $\tilde{g} \equiv g$ on $X_2$ and $\tilde{g}(z) = \tilde{g}(w)$ if $z \sim w$, is an upper gradient of $v$ on $\mathbb{C}$. Let $\tilde{B} = B(x, r)$ as a ball in $\mathbb{C}$. Since $0 \notin B$, for every $z \in B$ there are at most eight $w \in \tilde{B}$ such that $w \sim z$. Moreover, for every $w \in \tilde{B}$, there exists $z \in B$ with $|z| \leq |w|$. Since $d\tilde{\mu}(z) = w(z) \, dm$, where $w(z) = |z|^{-1}$ decreases with $|z|$ and $m$ is the two-dimensional Lebesgue measure, we see that

$$\int_{B} |u - v_{\tilde{B}}| \, d\mu \leq \int_{\tilde{B}} |v - v_{\tilde{B}}| \, d\mu \leq C r \int_{\tilde{B}} \tilde{g} \, d\mu \leq 8C r \int_{B} g \, d\mu.$$ 

We have thus proved the $(1, 1)$-Poincaré-inequality.

Let us now turn to the doubling property, and start with the case $B = B(x, r) \subset X$, where $x \in X_2$ and $r < 3$. Let also $\tilde{B} = B(x, r)$ as a subset of $\mathbb{C}$. For every $z \in B \cap X_2$ there are at most eighty $w \in \tilde{B}$ such that $w \sim z$. Since $\tilde{\mu}$ is doubling, we have

$$\mu(2B \cap X_2) \leq \tilde{\mu}(2\tilde{B}) \leq C \mu(\tilde{B}) \leq 80 C \mu(B).$$

(8.3)
If $2B \cap X_1 \neq \emptyset$, then there is $0 \leq \theta' \leq \frac{1}{4} \pi$ such that
\[ \{ e^{i\theta} : 0 \leq \theta \leq r \text{ and } \theta' - \frac{1}{4} \pi \leq \arg z \leq \theta' \} \subset 2B \cap X_2. \]
It follows that
\[ \mu(2B \cap X_1) \leq 2r \leq \frac{8}{\pi} \mu(2B \cap X_2), \]
and together with (8.3) this shows that $\mu$ is doubling for balls $B$ with center in $X_2$.

Finally, consider $B = B(x, r)$ with $x \in X_1$, $r < 3$. Then
\[ \mu(2B) \leq 2r + \int_{-\pi/4}^{\pi/4} \int_{0}^{2r} d\theta \, d\rho \leq 6r \leq 18\mu(B \cap X_1) \leq 18\mu(B). \]
We have thus shown that $\mu$ is doubling.
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