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Unconditionality of orthogonal spline systems in H1

by

Gegham Gevorkyan (Yerevan), Anna Kamont (Gdańsk),
Karen Keryan (Yerevan) and Markus Passenbrunner (Linz)

Abstract. We give a simple geometric characterization of knot sequences for which
the corresponding orthonormal spline system of arbitrary order k is an unconditional basis
in the atomic Hardy space H1[0, 1].

1. Introduction. This paper belongs to a series of papers studying
properties of orthonormal spline systems with arbitrary knots. The detailed
study of such systems started in the 1960’s with Z. Ciesielski’s papers [2, 3]
on properties of the Franklin system, which is an orthonormal system con-
sisting of continuous piecewise linear functions with dyadic knots. Next,
the 1972 results by J. Domsta [11] made it possible to extend the study to
orthonormal spline systems of higher order—and higher smoothness—with
dyadic knots. These systems occurred to be bases or unconditional bases in
several function spaces like Lp[0, 1], 1 ≤ p <∞, C[0, 1], Hp[0, 1], 0 < p ≤ 1,
Sobolev spaces W p,k[0, 1]; they also give characterizations of BMO and VMO
spaces, and various spaces of smooth functions (Hölder functions, Zygmund
class, Besov spaces). One should mention here the work of Z. Ciesielski,
J. Domsta, S. V. Bochkarev, P. Wojtaszczyk, S.-Y. A. Chang, P. Sjölin,
J.-O. Strömberg (for more detailed references see e.g. [13], [15], [16]). Nowa-
days, results of this kind are known for wavelets.

The extension of these results to orthonormal spline systems with ar-
bitrary knots began with the case of piecewise linear systems, i.e. general
Franklin systems, or orthonormal spline systems of order 2. This was pos-
sible due to precise estimates of the inverse of the Gram matrix of piecewise
linear B-spline bases with arbitrary knots, as presented in [19]. First results
in this direction were obtained in [5] and [13]. We would like to mention
here two results by G. G. Gevorkyan and A. Kamont. First, each general
Franklin system is an unconditional basis in Lp[0, 1] for 1 < p <∞ (see [14]).
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Second, there is a simple geometric characterization of knot sequences for
which the corresponding general Franklin system is a basis or an uncon-
ditional basis in H1[0, 1] (see [15]). For both of these results, an essential
tool is the association of a so called characteristic interval to each general
Franklin function fn.

The case of splines of higher order is much more difficult. The exis-

tence of a uniform bound for L∞-norms of orthogonal projections on spline

spaces of order k with arbitrary order (i.e. a bound depending on k, but

independent of the sequence of knots)—was a long-standing problem known

as C. de Boor’s conjecture (1973) (cf. [8]). The case of k = 2 was settled

earlier by Z. Ciesielski [2], the cases k = 3, 4 were solved by C. de Boor him-

self (1968, 1981) in [7, 9], but the positive answer in the general case was

given by A. Yu. Shadrin [22] only in 2001. A much simplified and shorter

proof was recently obtained by M. v. Golitschek (2014) in [24]. An imme-

diate consequence of A.Yu. Shadrin’s result is that if a sequence of knots is

dense in [0, 1], then the corresponding orthonormal spline system of order

k is a basis in Lp[0, 1], 1 ≤ p < ∞, and in C[0, 1]. Moreover, Z. Ciesielski

[4] obtained several consequences of Shadrin’s result, one of them being

an estimate for the inverse of the B-spline Gram matrix. Using this esti-

mate, G. G. Gevorkyan and A. Kamont [16] extended a part of their result

from [15] to orthonormal spline systems of arbitrary order and obtained a

characterization of knot sequences for which the corresponding orthonormal

spline system of order k is a basis in H1[0, 1]. Further extension required

more precise estimates for the inverse of B-spline Gram matrices, of the

type known for the piecewise linear case. Such estimates were obtained re-

cently by M. Passenbrunner and A. Yu. Shadrin [21]. Using these estimates,

M. Passenbrunner [20] proved that for each sequence of knots, the corre-

sponding orthonormal spline system of order k is an unconditional basis in

Lp[0, 1], 1 < p <∞.

The main result of the present paper is a characterization of those knot

sequences for which the corresponding orthonormal spline system of order k

is an unconditional basis in H1[0, 1].

The paper is organized as follows. In Section 2 we give the necessary

definitions and we formulate the main result of this paper, Theorem 2.4.

In Sections 3 and 4 we recall or prove several facts needed to establish our

results. In particular, in Section 4 we recall precise pointwise estimates for

orthonormal spline systems with arbitrary knots, the associated characteris-

tic intervals and some combinatorial facts for characteristic intervals. Then

Section 5 contains some auxiliary results, and the proof of Theorem 2.4 is

given in Section 6.
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The results contained in this paper were obtained independently by two
teams, G. Gevorkyan & K. Keryan and A. Kamont & M. Passenbrunner at
the same time, so we have decided to produce a joint paper.

2. Definitions and the main result. Let k ≥ 2 be an integer. In
this work, we are concerned with orthonormal spline systems of order k
with arbitrary partitions. We let T = (tn)∞n=2 be a dense sequence of
points in the open unit interval (0, 1) such that each point occurs at most
k times. Moreover, define t0 := 0 and t1 := 1. Such point sequences are

called k-admissible. For −k + 2 ≤ n ≤ 1, let S(k)n be the space of polyno-
mials of order n + k − 1 (or degree n + k − 2) on the interval [0, 1] and

(f
(k)
n )1n=−k+2 be the collection of orthonormal polynomials in L2 ≡ L2[0, 1]

such that the degree of f
(k)
n is n + k − 2. For n ≥ 2, let Tn be the ordered

sequence of points consisting of the grid points (tj)
n
j=0 repeated according

to their multiplicities and where the knots 0 and 1 have multiplicity k,
i.e.,

Tn = (0 = τn,1 = · · · = τn,k < τn,k+1

≤ · · · ≤ τn,n+k−1 < τn,n+k = · · · = τn,n+2k−1 = 1).

In that case, we also define S(k)n to be the space of polynomial splines of or-

der k with grid points Tn. For each n ≥ 2, the space S(k)n−1 has codimension 1

in S(k)n , and therefore there exists f
(k)
n ∈ S(k)n orthonormal to S(k)n−1. Observe

that f
(k)
n is unique up to sign.

Definition 2.1. The system of functions (f
(k)
n )∞n=−k+2 is called the or-

thonormal spline system of order k corresponding to the sequence (tn)∞n=0.

We will frequently omit the parameter k and write fn and Sn instead of

f
(k)
n and S(k)n , respectively.

Note that the case k = 2 corresponds to orthonormal systems of piecewise
linear functions, i.e. general Franklin systems.

We are interested in characterizing sequences T of knots such that the

system (f
(k)
n )∞n=−k+2 is an unconditional basis in H1 = H1[0, 1]. By H1 =

H1[0, 1] we mean the atomic Hardy space on [0, 1] (see [6]). A function
a : [0, 1]→ R is called an atom if either a ≡ 1 or there exists an interval Γ
such that:

(i) supp a ⊂ Γ ,
(ii) ‖a‖∞ ≤ |Γ |−1,

(iii)
	1
0 a(x) dx =

	
Γ a(x) dx = 0.
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Then, by definition, H1 consists of all functions f with a representation

f =

∞∑
n=1

cnan

for some atoms (an)∞n=1 and real scalars (cn)∞n=1 such that
∑∞

n=1 |cn| < ∞.
The space H1 becomes a Banach space under the norm

‖f‖H1 := inf

∞∑
n=1

|cn|,

where the inf is taken over all atomic representations
∑
cnan of f .

To formulate our result, we need to introduce some regularity conditions
for a sequence T .

For n ≥ 2, ` ≤ k and k − `+ 1 ≤ i ≤ n+ k − 1, we define D
(`)
n,i to be the

interval [τn,i, τn,i+`].

Definition 2.2. Let ` ≤ k and (tn)∞n=0 be an `-admissible (and therefore
k-admissible) point sequence. This sequence is called `-regular with param-
eter γ ≥ 1 if

|D(`)
n,i|
γ
≤ |D(`)

n,i+1| ≤ γ|D
(`)
n,i|, n ≥ 2, k − `+ 1 ≤ i ≤ n+ k − 2.

In other words, (tn) is `-regular if there is a uniform finite bound γ ≥ 1
such that for all n, the ratios of the lengths of neighboring supports of
B-spline functions (cf. Section 3.2) of order ` in the grid Tn are bounded
by γ.

The following characterization for (f
(k)
n ) to be a basis in H1 is the main

result of [16]:

Theorem 2.3 ([16]). Let k ≥ 1 and let (tn) be a k-admissible sequence

of knots in [0, 1] with the corresponding orthonormal spline system (f
(k)
n ) of

order k. Then (f
(k)
n ) is a basis in H1 if and only if (tn) is k-regular with

some parameter γ ≥ 1,

In this paper, we prove a characterization for (f
(k)
n ) to be an uncondi-

tional basis in H1. The main result of our paper is the following:

Theorem 2.4. Let (tn) be a k-admissible sequence of points. Then the

corresponding orthonormal spline system (f
(k)
n ) is an unconditional basis in

H1 if and only if (tn) is (k − 1)-regular with some parameter γ ≥ 1.

Let us note that in case k = 2, i.e. for general Franklin systems, both The-
orems 2.3 and 2.4 were obtained by G. G. Gevorkyan and A. Kamont [15].
(In the terminology of the current paper, strong regularity from [15] is
1-regularity, and strong regularity for pairs from [15] is 2-regularity.)
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The proof of Theorem 2.4 follows the same general scheme as the proof
of Theorem 2.2 in [15]. In Section 5 we introduce four conditions (A)–(D) for
series with respect to orthonormal spline systems of order k corresponding
to a k-admissible sequence of points. Then we study relations between these
conditions under various regularity assumptions on the underlying sequence
of points. Finally, we prove Theorem 2.4 in Section 6.

3. Preliminaries. The parameter k ≥ 2 will always be used for the
order of the underlying polynomials or splines. We use the notation A(t) ∼
B(t) to indicate the existence of two constants c1, c2 > 0 such that c1B(t) ≤
A(t) ≤ c2B(t) for all t, where t denotes all implicit and explicit dependencies
that the expressions A and B might have. If the constants c1, c2 depend on
an additional parameter p, we write A(t) ∼p B(t). Correspondingly, we use
the symbols .,&,.p,&p. For a subset E of the real line, we denote by
|E| its Lebesgue measure and by 1E the characteristic function of E. If
f : Ω → R is a real valued function and λ is a real parameter, we write
[f > λ] := {ω ∈ Ω : f(ω) > λ}.

3.1. Properties of regular sequences of points. The following lem-
ma describes geometric decay of intervals in regular sequences (recall the

notation D
(`)
n,i = [τn,i, τn,i+`]):

Lemma 3.1. Let (tn) be a k-admissible sequence of points that is `-regular

for some 1 ≤ ` ≤ k with parameter γ and let D
(`)
n1,i1

⊃ · · · ⊃ D
(`)
n2`,i2`

be a
strictly decreasing sequence of sets defined above. Then

|D(`)
n2`,i2`

| ≤ γ`

1 + γ`
|D(`)

n1,i1
|.

Proof. We set Vj := D
(`)
nj ,ij

for 1 ≤ j ≤ 2`. Then, by definition, V1
contains `+ 1 grid points from Tn1 and at least 3` grid points of Tn2`

. As a

consequence, there exists an interval D
(`)
n2`,m for some m that satisfies

int(D(`)
n2`,m

∩ V2`) = ∅, D(`)
n2`,m

⊂ V1, dist(D(`)
n2`,m

, V2`) = 0.

The `-regularity of (tn) now implies

|V2`| ≤ γ`|D(`)
n2`,m

| ≤ γ`(|V1| − |V2`|),

i.e., |V2`| ≤ γ`

1+γ`
|V1|, which proves the assertion of the lemma.

3.2. Properties of B-spline functions. We define (N
(k)
n,i )n+k−1i=1 to be

the collection of B-spline functions of order k corresponding to the parti-
tion Tn. Those functions are normalized so that they form a partition of

unity, i.e.,
∑n+k−1

i=1 N
(k)
n,i (x) = 1 for all x ∈ [0, 1]. Associated to this basis,
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there exists a biorthogonal basis of Sn, denoted by (N
(k)∗
n,i )n+k−1i=1 . If the pa-

rameters k and n are clear from the context, we also denote those functions
by (Ni)

n+k−1
i=1 and (N∗i )n+k−1i=1 , respectively.

We will need the following well known formula for the derivative of a

linear combination of B-spline functions: if g =
∑n+k−1

j=1 ajN
(k)
n,j , then

(3.1) g′ = (k − 1)
n+k−1∑
j=2

(aj − aj−1)
N

(k−1)
n,j

|D(k−1)
n,j |

.

We now recall an elementary property of polynomials.

Proposition 3.2. Let 0 < ρ < 1. Let I be an interval and A ⊂ I be a
subset of I with |A| ≥ ρ|I|. Then, for every polynomial Q of order k on I,

max
t∈I
|Q(t)| .ρ,k sup

t∈A
|Q(t)| and

�

I

|Q(t)| dt .ρ,k

�

A

|Q(t)| dt.

We recall a few important results on B-splines (Ni) and their dual func-
tions (N∗i ).

Proposition 3.3. Let 1≤p≤∞ and g=
∑n+k−1

j=1 ajNj, where (Ni)
n+k−1
i=1

are the B-splines of order k corresponding to the partition Tn. Then

(3.2) |aj | .k |Jj |−1/p‖g‖Lp(Jj), 1 ≤ j ≤ n+ k − 1,

where Jj is a subinterval [τn,i, τn,i+1] of [τn,j , τn,j+k] of maximal length. Fur-
thermore,

(3.3) ‖g‖p ∼k
( n+k−1∑

j=1

|aj |p|D(k)
n,j |
)1/p

= ‖(aj |D(k)
n,j |

1/p)n+k−1j=1 ‖`p .

Moreover, if h =
∑n+k−1

j=1 bjN
∗
j , then

(3.4) ‖h‖p .k

( n+k−1∑
j=1

|bj |p|D(k)
n,j |

1−p
)1/p

= ‖(bj |D(k)
n,j |

1/p−1)n+k−1j=1 ‖`p .

The inequalites (3.2) and (3.3) are Lemmas 4.1 and 4.2 in [10, Chapter 5],
respectively. Inequality (3.4) is a consequence of Shadrin’s theorem [22] that

the orthogonal projection onto S(k)n is bounded on L∞ independently of n
and Tn. For a deduction of (3.4) from this result, see [4, Property P.7].

We next consider estimates for the inverse (bij)
n+k−1
i,j=1 of the Gram matrix

(〈Ni, Nj〉)n+k−1i,j=1 . Later, we will need a special property of this matrix, of

being checkerboard, i.e.,

(3.5) (−1)i+jbij ≥ 0 for all i, j.
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This is a simple consequence of the total positivity of the Gram matrix (cf.
[7, 18]). Moreover, we need the lower estimate for bi,i,

(3.6) |D(k)
n,i |
−1 .k bi,i.

This is a consequence of the total positivity of the B-spline Gram matrix,
the L2-stability of B-splines and the following lemma:

Lemma 3.4 ([20]). Let C = (cij)
n
i,j=1 be a symmetric positive definite

matrix. Then for (dij)
n
i,j=1 = C−1 we have

c−1ii ≤ dii, 1 ≤ i ≤ n.

3.3. Some results for orthonormal spline systems. We now recall
two results concerning orthonormal spline series.

Theorem 3.5 ([21]). Let (fn)∞n=−k+2 be the orthonormal spline system
of order k corresponding to an arbitrary k-admissible point sequence (tn)∞n=0.
Then, for every f ∈ L1 ≡ L1[0, 1], the series

∑∞
n=−k+2〈f, fn〉fn converges

to f almost everywhere.

Let f ∈ Lp ≡ Lp[0, 1] for some 1 ≤ p <∞. Since the orthonormal spline
system (fn)n≥−k+2 is a basis in Lp, we can write f =

∑∞
n=−k+2 anfn. Based

on this expansion, we define the square function Pf :=(
∑∞

n=−k+2 |anfn|2)1/2
and the maximal function Sf := supm |

∑
n≤m anfn|. Moreover, given a

measurable function g, we denote by Mg the Hardy–Littlewood maximal
function of g defined as

Mg(x) := sup
I3x
|I|−1

�

I

|g(t)| dt,

where the supremum is taken over all intervals I containing x. The connec-
tion between the maximal function Sf and the Hardy–Littlewood maximal
function is given by the following result:

Theorem 3.6 ([21]). If f ∈ L1, then

Sf(t) .kMf(t), t ∈ [0, 1].

4. Properties of orthogonal spline functions and characteristic
intervals

4.1. Estimates for fn. This section concerns the calculation and esti-

mation of one explicit orthonormal spline function f
(k)
n for fixed k ∈ N and

n ≥ 2 induced by a k-admissible sequence (tn)∞n=0. Most of the results are
taken from [20].

Here, we change our notation slightly. We fix n and let i0 with k + 1 ≤
i0 ≤ n+k−1 be such that Tn−1 equals Tn with the point τi0 removed. In the



130 G. Gevorkyan et al.

points of the partition Tn, we omit the parameter n, and thus Tn is given by

Tn = (0 = τ1 = · · · = τk < τk+1 ≤ · · · ≤ τi0
≤ · · · ≤ τn+k−1 < τn+k = · · · = τn+2k−1 = 1).

We denote by (Ni : 1 ≤ i ≤ n+ k− 1) the B-spline functions corresponding
to Tn.

An (unnormalized) orthogonal spline function g ∈ S(k)n that is orthogonal

to S(k)n−1, as calculated in [20], is given by

(4.1) g =

i0∑
j=i0−k

αjN
∗
j =

i0∑
j=i0−k

n+k−1∑
`=1

αjbj`N`,

where (bj`)
n+k−1
j,`=1 is the inverse of the Gram matrix (〈Nj , N`〉)n+k−1j,`=1 and

(4.2)

αj = (−1)j−i0+k
( j−1∏
`=i0−k+1

τi0 − τ`
τ`+k − τ`

)( i0−1∏
`=j+1

τ`+k − τi0
τ`+k − τ`

)
, i0−k ≤ j ≤ i0.

We remark that the sequence (αj) alternates in sign, and since the matrix

(bj`)
n+k−1
j,`=1 is checkerboard, the B-spline coefficients of g, that is,

(4.3) w` :=

i0∑
j=i0−k

αjbj`, 1 ≤ ` ≤ n+ k − 1,

satisfy

(4.4)
∣∣∣ i0∑
j=i0−k

αjbj`

∣∣∣ =

i0∑
j=i0−k

|αjbj`|, 1 ≤ j ≤ n+ k − 1.

In the definition below, we assign to each orthonormal spline function
a characteristic interval that is a grid point interval [τi, τi+1] and lies close
to the newly inserted point τi0 . The choice of this interval is crucial for

proving important properties of the system (f
(k)
n )∞n=−k+2. This approach

has its origins in [14], where it is proved that general Franklin systems are
unconditional bases in Lp, 1 < p <∞.

Definition 4.1. Let Tn, Tn−1 be as above and τi0 be the new point
in Tn that is not present in Tn−1. We define the characteristic interval Jn
corresponding to the pair (Tn, Tn−1) as follows.

(1) Let

Λ(0) :=
{
i0 − k ≤ j ≤ i0 : |[τj , τj+k]| ≤ 2 min

i0−k≤`≤i0
|[τ`, τ`+k]|

}
be the set of all j for which the support of the B-spline function Nj

is approximately minimal. Observe that Λ(0) is nonempty.
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(2) Define

Λ(1) :=
{
j ∈ Λ(0) : |αj | = max

`∈Λ(0)
|α`|
}
.

For any fixed index j(0) ∈ Λ(1), set J (0) := [τj(0) , τj(0)+k].

(3) The interval J (0) can now be written as the union of k grid intervals

J (0) =

k−1⋃
`=0

[τj(0)+`, τj(0)+`+1] with j(0) as above.

We define the characteristic interval Jn to be one of the above k
intervals that has maximal length.

A few clarifying comments are in order. Roughly speaking, we first take
the B-spline support [τj , τj+k] including the new point τi0 with minimal
length and then we choose as Jn the largest grid point interval in [τj , τj+k].
This definition guarantees the concentration of fn on Jn in terms of the
Lp-norm (cf. Lemma 4.3) and the exponential decay of fn away from Jn
(cf. Lemma 4.4), which are crucial for further investigations. An important
ingredient in the proof of Lemma 4.3 is Proposition 3.3, which justifies why
we choose the largest grid point interval as Jn. Further important properties
of the collection (Jn) of characteristic intervals are that they form a nested
family of sets and for a subsequence of decreasing characteristic intervals,
their lengths decay geometrically (cf. Lemma 4.5).

Next we remark that the constant 2 in step (1) of Definition 4.1 could
also be an arbitrary number C > 1, but C = 1 is not allowed. This is in
contrast to the definition of characteristic intervals in [14] for piecewise linear
orthogonal functions (k = 2), where precisely C = 1 is chosen, step (2) is
omitted and j(0) is an arbitrary index in Λ(0).

At first glance, it might seem natural to carry over the same definition to
arbitrary spline orders k, but at a certain point in the proof of Theorem 4.2
below, we estimate αj(0) by the constant C − 1 from below, which has to be
strictly greater than zero in order to establish (4.5). Since Theorem 4.2 is
also used in the proofs of both Lemmas 4.3 and 4.4, this is the reason for
a different definition of characteristic intervals, in particular for step (2) of
Definition 4.1.

Theorem 4.2 ([20]). With the above definition (4.3) of w` for 1 ≤ ` ≤
n+ k − 1 and with j(0) given in Definition 4.1,

(4.5) |wj(0) | &k bj(0),j(0) .

Lemma 4.3 ([20]). Let Tn, Tn−1 be as above and g be the function given
in (4.1). Then fn = g/‖g‖2 is the L2-normalized orthogonal spline function
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corresponding to (Tn, Tn−1) and

‖fn‖Lp(Jn) ∼k ‖fn‖p ∼k |Jn|
1/p−1/2 ∼k |Jn|1/2‖g‖p, 1 ≤ p ≤ ∞,

where Jn is the characteristic interval associated to (Tn, Tn−1).

We denote by dn(x) the number of points in Tn between x and Jn count-
ing endpoints of Jn. Correspondingly, for an interval V ⊂ [0, 1], we denote
by dn(V ) the number of points in Tn between V and Jn counting endpoints
of both Jn and V .

Lemma 4.4 ([20]). Let Tn, Tn−1 be as above, g =
∑n+k−1

j=1 wjNj be the

function in (4.1) with (wj)
n+k−1
j=1 as in (4.3), and fn = g/‖g‖2. Then there

exists a constant 0 < q < 1 that depends only on k such that

(4.6)

|wj | .k
qdn(τj)

|Jn|+ dist(suppNj , Jn) + |Dk
n,j |

for all 1 ≤ j ≤ n+ k − 1.

Moreover, if x < inf Jn, we have

(4.7) ‖fn‖Lp(0,x) .k
qdn(x)|Jn|1/2

(|Jn|+ dist(x, Jn))1−1/p
, 1 ≤ p ≤ ∞.

Similarly, for x > sup Jn,

(4.8) ‖fn‖Lp(x,1) .k
qdn(x)|Jn|1/2

(|Jn|+ dist(x, Jn))1−1/p
, 1 ≤ p ≤ ∞.

4.2. Combinatorics of characteristic intervals. Next, we recall a
combinatorial result about the relative positions of different characteristic
intervals:

Lemma 4.5 ([20]). Let x, y ∈ (tn)∞n=0 with x < y. Then there exists a
constant Fk only depending on k such that

N0 := card{n : Jn ⊆ [x, y], |Jn| ≥ |[x, y]|/2} ≤ Fk,

where cardE denotes the cardinality of the set E.

Similarly to [14] and [15], we need the following estimate involving char-
acteristic intervals and orthonormal spline functions:

Lemma 4.6. Let (tn) be a k-admissible point sequence in [0, 1] and let
(fn)n≥−k+2 be the corresponding orthonormal spline system of order k. Then,
for each interval V = [α, β] ⊂ [0, 1],∑

n: Jn⊂V
|Jn|1/2

�

V c

|fn(t)| dt .k |V |.
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Once we know the estimates for orthonormal spline functions as in
Lemma 4.4 and the basic combinatorial result for their characteristic in-
tervals, i.e. Lemma 4.5, this result follows by the same argument that was
used in the proof of Lemma 4.6 in [14], so we skip its proof.

Instead of Lemma 3.4 of [15], we will use the following:

Lemma 4.7. Let (tn)∞n=0 be a k-admissible knot sequence that is (k− 1)-

regular, and let ∆ = D
(k−1)
m,i for some m and i. For ` ≥ 0, let

N(∆) := {n : card(∆ ∩ Tn) = k, Jn ⊂ ∆},
M(∆, `) := {n : dn(∆) = `, card(∆ ∩ Tn) ≥ k, |Jn ∩∆| = 0},

where in both definitions we count the points in ∆ ∩ Tn including multiplic-
ities. Then

(4.9)
1

|∆|
∑

n∈N(∆)

|Jn| .k 1,
∑

n∈M(∆,`)

|Jn|
dist(Jn, ∆) + |∆|

.k,γ (`+ 1)2.

Proof. For every n ∈ N(∆), there are only the k − 1 possibilities D
(1)
m,i,

. . . , D
(1)
m,i+k−2 for Jn and by Lemma 4.5, each interval D

(1)
m,j , j = i, . . . , i +

k − 2, occurs at most Fk times as a characteristic interval. This implies the
first inequality in (4.9).

To prove the second, assume that each Jn, n ∈M(∆, `), lies to the right
of ∆, since the other case is handled similarly. The argument is split into two
parts depending on the value of `, beginning with ` ≤ k. In that case, for

n ∈M(∆, `), let J
1/2
n be the unique interval determined by the conditions

sup J1/2
n = supJn, |J1/2

n | = |Jn|/2.

Since dn(∆) = ` is constant, we group the intervals Jn into packets, where
all intervals in one packet have the same left endpoint and maximal intervals
from different packets are disjoint (up to possibly one point). By Lemma 4.5,

each t ∈ [0, 1] belongs to at most Fk intervals J
1/2
n . The (k − 1)-regularity

and ` ≤ k now imply |Jn| .k,γ |∆| and dist(∆, Jn) .k,γ |∆| for n ∈M(∆, `),
and thus every interval Jn with n ∈ M(∆, `) is a subset of a fixed interval
whose length is comparable to |∆|. Putting these things together, we obtain∑
n∈M(∆,`)

|Jn|
dist(Jn, ∆) + |∆|

≤ 1

|∆|
∑

n∈M(∆,`)

|Jn|=
2

|∆|
∑

n∈M(∆,`)

�

J
1/2
n

dx .k,γ 1,

which completes the case of ` ≤ k.

Next, assume ` ≥ k + 1 and define (Lj)
∞
j=1 as the strictly decreasing

sequence of all sets L that satisfy

L = D
(k−1)
n,i and supL = sup∆
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for some n and i. Moreover, set

Mj(∆, `) := {n ∈M(∆, `) : card(Lj ∩ Tn) = k},

i.e., Lj is a union of k − 1 grid point intervals in the grid Tn. Then, since

|∆|+ dist(Jn, ∆) &γ |∆|+ dist(t,∆) for t ∈ J1/2
n by (k − 1)-regularity,∑

n∈Mj(∆,`)

|Jn|
dist(Jn, ∆) + |∆|

.k,γ

∑
n∈Mj(∆,`)

�

J
1/2
n

1

dist(t,∆) + |∆|
dt.

If n ∈Mj(∆, `) we get, again due to (k − 1)-regularity,

inf J1/2
n ≥ inf Jn ≥ γ−k|Lj |+ sup∆,

and

sup J1/2
n ≤ inf Jn + |Jn| ≤ Ckγ`|Lj |+ sup∆

for some constant Ck only depending on k. Combining this with Lemma 4.5,

which implies that each point t belongs to at most Fk intervals J
1/2
n , we get

(4.10)
∑

n∈Mj(∆,`)

�

J
1/2
n

1

dist(t,∆) + |∆|
dt .

Ckγ
`|Lj |+|∆|�

γ−k|Lj |+|∆|

1

s
ds.

Next we will show that the above integration intervals can intersect for . `
indices j. Let j2 ≥ j1, so that Lj1 ⊃ Lj2 , and write j2 = j1 + 2kr + t with
t ≤ 2k − 1. Then, by Lemma 3.1,

Ckγ
`|Lj2 | ≤ Ckγ`|Lj1+2kr| ≤ Ckγ`ηr|Lj1 |,

where η = γk−1/(1 + γk−1) < 1. If now r ≥ Ck,γ` for a suitable constant
Ck,γ depending only on k and γ, we have

Ckγ
`|Lj2 | ≤ γ−k|Lj1 |.

Thus, each point s in the integral in (4.10) for some j belongs to at most
Ck,γ` intervals [γ−k|Lj | + |∆|, Ckγ`|Lj | + |∆|] where j is varying. So by
summing over j we conclude

∑
n∈M(∆,`)

|Jn|
dist(Jn, ∆) + |∆|

≤ Ck,γ`
(1+Ckγ

`)|∆|�

|∆|

1

s
ds ≤ Ck,γ`2.

This completes the analysis of the case ` ≥ k + 1, and the proof of the
lemma.

5. Four conditions on spline series and their relations. Let (tn)
be a k-admissible sequence of knots with the corresponding orthonormal
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spline system (fn)n≥−k+2. For a sequence (an)n≥−k+2 of coefficients, let

P :=
( ∞∑
n=−k+2

a2nf
2
n

)1/2
and S := max

m≥−k+2

∣∣∣ m∑
n=−k+2

anfn

∣∣∣.
If f ∈ L1, we denote by Pf and Sf the respective functions P and S cor-
responding to the coefficient sequence an = 〈f, fn〉. Consider the following
conditions:

(A) P ∈ L1.
(B) The series

∑∞
n=−k+2 anfn converges unconditionally in L1.

(C) S ∈ L1.
(D) There exists a function f ∈ H1 such that an = 〈f, fn〉.

We will discuss relations between those four conditions and prove the impli-
cations indicated in the diagram below; some results need regularity condi-
tions on (tn), which we also indicate.

(A) (B)

(C)(D)

Proposition 5.2,
supε ‖

∑
εnanfn‖1.k‖P‖1

‖P‖1.supε ‖
∑
εnanfn‖1,

Proposition 5.1

P
roposition

5.2,

‖S‖
1.
k ‖P‖

1

k-reg. ⇒‖f‖H1.k,γ‖Sf‖1,
Proposition 5.4

P
ro
p
o
si
ti
o
n
5
.3
,

(k
−
1
)-
re
g
.
⇒
‖P
f
‖ 1

.
k
,γ
‖f
‖ H

1

For orthonormal spline systems with dyadic knots, relations (and equiv-
alences) of these conditions have been studied by several authors, also in the
case p < 1 (see e.g. [23, 1, 12]). For general Franklin systems corresponding
to arbitrary sequences of knots, relations of these conditions were discussed
in [15] (and earlier in [13], also for p < 1, but for a restricted class of point
sequences). Below, we follow the approach of [15], adapted to the case of
spline orthonormal systems of order k.

We begin with the implication (B)⇒(A), which is a consequence of
Khinchin’s inequality:

Proposition 5.1 ((B)⇒(A)). Let (tn) be a k-admissible sequence of
knots with the corresponding general orthonormal spline system (fn), and
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let (an) be a sequence of coefficients. If the series
∑∞

n=−k+2 anfn converges

unconditionally in L1, then P ∈ L1. Moreover,

‖P‖1 . sup
ε∈{−1,1}Z

∥∥∥ ∞∑
n=−k+2

εnanfn

∥∥∥
1
.

Next, we investigate the implications (A)⇒(B) and (A)⇒(C). Once we
know the estimates and combinatorial results of Sections 3 and 4, the proof
is the same as in [15, proof of Proposition 4.3], so we just state the result.

Proposition 5.2 ((A)⇒(B) and (A)⇒(C)). Let (tn) be a k-admissible
sequence of knots and let (an) be a sequence of coefficients such that P ∈ L1.
Then S ∈ L1 and

∑
anfn converges unconditionally in L1; moreover,

sup
ε∈{−1,1}Z

∥∥∥ ∞∑
n=−k+2

εnanfn

∥∥∥ .k ‖P‖1 and ‖S‖1 .k ‖P‖1.

Next we discuss (D)⇒(A).

Proposition 5.3 ((D)⇒(A)). Let (tn) be a k-admissible point sequence
that is (k − 1)-regular with parameter γ. Then there exists a constant Ck,γ,
depending only on k and γ, such that for each atom φ,

‖Pφ‖1 ≤ Ck,γ .
Consequently, if f ∈ H1, then

‖Pf‖1 ≤ Ck,γ‖f‖H1 .

Before we proceed to the proof, let us remark that essentially the same
arguments give a direct proof of (D)⇒(C), under the same assumption of
(k − 1)-regularity of (tn), and moreover

‖Sf‖1 ≤ Ck,γ‖f‖H1 .

We do not present it here, since we have the implications (D)⇒(A) under
the assumption of (k− 1)-regularity and (A)⇒(C) under the assumption of
k-admissibility only. Note that Proposition 6.1 below shows that without
the assumption of (k− 1)-regularity of the point sequence, the implications
(D)⇒(A) and (D)⇒(C) need not be true.

Proof of Proposition 5.3. Let φ be an atom with
	1
0 φ(u) du = 0 and let

Γ = [α, β] be an interval such that suppφ ⊂ Γ and sup |φ| ≤ |Γ |−1. Define
nΓ := max{n : card(Tn∩Γ ) ≤ k−1}, where in the maximum, we also count
multiplicities of knots. It will be shown that

‖P1φ‖1, ‖P2φ‖1 .γ,k 1,

where

P1φ =
( ∑
n≤nΓ

a2nf
2
n

)1/2
and P2φ =

( ∑
n>nΓ

a2nf
2
n

)1/2
.
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First, we consider P1 and prove the stronger inequality∑
n≤nΓ

|an| ‖fn‖1 .k,γ 1,

where an = 〈φ, fn〉. For each n ≤ nΓ , we define Γn,α as the unique closed

interval D
(k−1)
n,j with minimal j such that

α ≤ minD
(k−1)
n,j+1.

We note that

Γn1,α ⊇ Γn2,α for n1 ≤ n2,
and, by (k − 1)-regularity,

|Γn,α| &γ,k |Γ |.

Let gn =
∑n+k−1

j=1 wjN
(k)
n,j be the unnormalized orthogonal spline function

as in (4.1) and with the coefficients (wj) as in (4.3). For ξ ∈ Γ , we have (cf.
(3.1))

|g′n(ξ)| .k

∑
j

|wj |+ |wj−1|
|D(k−1)

n,j |
,(5.1)

where we sum over those j such that Γ ∩ suppN
(k−1)
n,j = Γ ∩D(k−1)

n,j 6= ∅. By

(k− 1)-regularity, all lengths |D(k−1)
n,j | in this summation are comparable to

|Γn,α|. Moreover, by (4.6),

|wj | .k
qdn(τn,j)

|Jn|+ dist(D
(k)
n,j , Jn) + |D(k)

n,j |
.

Again by (k − 1)-regularity, for j in (5.1),

|D(k−1)
n,j | &k,γ |Γn,α|,

dist(D
(k)
n,j , Jn) + |D(k)

n,j | &k,γ dist(Jn, Γn,α) + |Γn,α|.
Combining the above inequalities, we estimate the right hand side in (5.1)
further and get, with the notation Γn := Γn,α,

(5.2) |g′n(ξ)| .k,γ
1

|Γn|
qdn(Γn)

|Jn|+ dist(Jn, Γn) + |Γn|
.

As a consequence, for every τ ∈ Γ ,

|an| =
∣∣∣ �
Γ

φ(t)[fn(t)− fn(τ)] dt
∣∣∣ ≤ �

Γ

1

|Γ |
sup
ξ∈Γ
|f ′n(ξ)| |t− τ | dt

.k |Γ | |Jn|1/2 sup
ξ∈Γ
|g′n(ξ)| .k,γ

|Γ |
|Γn|

|Jn|1/2qdn(Γn)

|Jn|+ dist(Jn, Γn) + |Γn|
.

Let ∆1 ⊃ · · · ⊃ ∆s be the collection of all different intervals appearing as Γn
for n ≤ nΓ . By Lemma 3.1, we have some geometric decay in the measure
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of ∆i. Now fix ∆i and ` ≥ 0 and consider indices n ≤ nΓ such that Γn = ∆i

and dn(Γn) = `. By the last display and Lemma 4.3,

|an| ‖fn‖1 .k,γ
|Γ |
|∆i|

|Jn|q`

|Jn|+ dist(Jn, ∆i) + |∆i|
,

and thus Lemma 4.7 implies∑
n:Γn=∆i, dn(Γn)=`

|an| ‖fn‖1 .k,γ (`+ 1)2q`
|Γ |
|∆i|

.

Now, summing over ` and then over i (recall that |∆i| decays like a geometric
progression by Lemma 3.1 and |∆i| &k,γ |Γ | since n ≤ nΓ ) yields∑

n≤nΓ

|an| ‖fn‖1 .k,γ 1.

This implies the desired inequality ‖P1φ‖1 .k,γ 1 for the first part of Pφ.

Next, we look at P2φ and define V to be the smallest interval whose
endpoints in TnΓ+1 and which contains Γ . Moreover, Ṽ is defined to be the

smallest interval with endpoints in TnΓ+1 and such that Ṽ contains k points
in TnΓ+1 to the left of Γ and as well k points in TnΓ+1 to the right of Γ . We
observe that due to (k − 1)-regularity and the fact that Γ contains at least
k points from TnΓ+1,

(5.3)
|V | ∼k,γ |Ṽ | ∼k,γ |Γ |,
|(Ṽ \ V ) ∩ [0, inf Γ ]| ∼k,γ |(Ṽ \ V ) ∩ [supΓ, 1]| ∼k,γ |Ṽ |.

First, we consider the integral of P2φ over Ṽ and obtain by the Cauchy–
Schwarz inequality

�

Ṽ

P2φ(t) dt ≤ ‖1
Ṽ
‖2‖φ‖2 ≤

|Ṽ |1/2

|Γ |1/2
.k,γ 1.

It remains to estimate
	
Ṽ c
P2φ(t) dt. Since for n > nΓ , the endpoints of

Ṽ are in Tn, either we have Jn ⊂ Ṽ , or Jn is to the right of Ṽ , or Jn is to
the left of Ṽ . If Jn ⊂ Ṽ , then

|an| =
∣∣∣ �
Γ

φ(t)fn(t) dt
∣∣∣ ≤ ‖fn‖1|Γ |

.k
|Jn|1/2

|Γ |
,

and therefore, by Lemma 4.6 and (5.3),∑
n: Jn⊂Ṽ , n>nΓ

|an|
�

Ṽ c

|fn(t)| dt .k
1

|Γ |
∑

n:Jn⊂Ṽ

|Jn|1/2
�

Ṽ c

|fn(t)| dt

.k
|Ṽ |
|Γ |

.k,γ 1.
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Now, let Jn be to the right of Ṽ ; the case of Jn to the left of Ṽ is
considered similarly. By (4.7) for p =∞,

|an| ≤
1

|Γ |

�

Γ

|fn(t)| dt ≤ 1

|Γ |

�

V

|fn(t)| dt .k,γ
qdn(V )|Jn|1/2

dist(V, Jn) + |Jn|
.

This inequality, Lemma 4.3 and the fact that dist(V, Jn) &k,γ dist(V, Jn) +
|V | (cf. (5.3)) allow us to deduce∑

n>nΓ
Jn to the right of Ṽ

|an| ‖fn‖1 .k,γ

∑
n>nΓ

Jn to the right of Ṽ

qdn(V )|Jn|
dist(V, Jn) + |V |

.

Note that V can be a union of k − 1, k or k + 1 intervals from TnΓ+1;
therefore, let V + be a union of k − 1 grid intervals from TnΓ+1, with right
endpoint of V + coinciding with the right endpoint of V . As Jn is to the
right of V , we have dn(V ) = dn(V +), dist(V, Jn) = dist(V +, Jn) and—by
(k − 1)-regularity—|V | ∼k,γ |V +|, which implies∑

n>nΓ
Jn to the right of Ṽ

qdn(V )|Jn|
dist(V, Jn) + |V |

.k,γ

∑
n>nΓ

Jn to the right of Ṽ

qdn(V
+)|Jn|

dist(V +, Jn) + |V +|
.

Finally, we employ Lemma 4.7 to conclude∑
n>nΓ

Jn to the right of Ṽ

|an| ‖fn‖1 .k,γ

∞∑
`=0

q`
∑
n>nΓ

dn(V +)=`

Jn to the right of Ṽ

|Jn|
dist(V +, Jn) + |V +|

.k,γ

∞∑
`=0

(`+ 1)2q` .k 1.

To conclude the proof, note that if f ∈ H1 and f =
∑∞

m=1 cmφm is an
atomic decomposition of f , then 〈f, fn〉 =

∑∞
m=1 cm〈φm, fn〉, and Pf(t) ≤∑∞

m=1 |cm|Pφm(t).

Finally, we discuss (C)⇒(D).

Proposition 5.4 ((C)⇒(D)). Let (tn) be a k-admissible sequence of
knots in [0, 1] which is k-regular with parameter γ and let (an) be a sequence
of coefficients such that S = supm

∣∣∑
n≤m anfn

∣∣ ∈ L1. Then there exists a

function f ∈ H1 with an = 〈f, fn〉 for each n. Moreover,

‖f‖H1 .k,γ ‖Sf‖1.
Proof. As S ∈ L1, there is f ∈ L1 such that f =

∑
n≥−k+2 anfn with

convergence in L1. Indeed, this is a consequence of the relative weak com-
pactness of uniformly integrable subsets in L1 and the basis property of (fn)
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in L1. Thus, we need only show that f ∈ H1, and this is done by finding a
suitable atomic decomposition of f .

We define E0 = B0 = [0, 1] and, for r ≥ 1,

Er = [S > 2r], Br = [M1Er > ck,γ ],

where M denotes the Hardy–Littlewood maximal function and 0 < ck,γ ≤
1/2 is a small constant only depending on k and γ which is chosen according
to a few restrictions that will be given during the proof. We note that

M1Er(t) = sup
I3t

|I ∩ Er|
|I|

, t ∈ [0, 1],

where the supremum is taken over all intervals containing t. Since M is of
weak type (1, 1), we have |Br| .k,γ |Er|. As S ∈ L1, it follows that |Er| → 0
and hence |Br| → 0 as r → ∞. Now, decompose the open set Br into a
countable union of disjoint open intervals,

Br =
⋃
κ

Γr,κ,

where for fixed r, no two intervals Γr,κ have a common endpoint and the
above equality is up to a measure zero set (each open set of real numbers can
be decomposed into a countable union of open intervals, but it can happen
that two intervals have the same endpoint; in that case, we collect those two
intervals into one Γr,κ). This can be achieved by taking as Γr,κ the collection
of level sets of positive measure of the function t 7→ |[0, t] ∩Bc

r|.
Moreover, observe that if Γr+1,ξ is one of the intervals in the decomposi-

tion of Br+1, then there is an interval Γr,κ in the decomposition of Br such
that Γr+1,ξ ⊂ Γr,κ.

Based on this decomposition, we define the following functions for r ≥ 0:

gr(t) :=


f(t), t ∈ Bc

r,
1

|Γr,κ|

�

Γr,κ

f(t) dt, t ∈ Γr,κ.

Observe that f = g0 +
∑∞

r=0(gr+1 − gr) in L1 and gr+1 − gr = 0 on Bc
r. As

a consequence,
�

Γr,κ

gr+1(t) dt =
�

Γr,κ∩Bcr+1

gr+1(t) dt+
�

Γr,κ∩Br+1

gr+1(t) dt

=
�

Γr,κ∩Bcr+1

f(t) dt+
∑

ξ:Γr+1,ξ⊂Γr,κ

�

Γr+1,ξ

f(t) dt

=
�

Γr,κ

f(t) dt =
�

Γr,κ

gr(t) dt.
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The main step of the proof is to show that

(5.4) |gr(t)| ≤ Ck,γ2r, a.e. t ∈ [0, 1],

for some constant Ck,γ only depending on k and γ. Once this inequality is

proved, we take φ0 ≡ 1, η0 =
	1
0 f(u) du and

φr,κ :=
(gr+1 − gr)1Γr,κ
Ck,γ2r|Γr,κ|

, ηr,κ = Ck,γ2r|Γr,κ|

and observe that f = η0φ0 +
∑

r,κ ηr,κφr,κ is the desired atomic decomposi-
tion of f since ∑

r,κ

ηr,κ ≤ Ck,γ
∑
r,κ

2r|Γr,κ| = Ck,γ
∑
r

2r|Br|

.k,γ

∑
r

2r|Er| . ‖S‖1.

Thus it remains to prove inequality (5.4).

To do so, we first assume t ∈ Bc
r. Additionally, assume that t is such that

the series
∑

n anfn(t) converges to f(t) and t is not in (tn). By Theorem
3.5, this holds for a.e. ∈ [0, 1]. We fix m and let Vm be the maximal interval
where the function Sm :=

∑
n≤m anfn is a polynomial of order k and that

contains t. Then Vm 6⊂ Br and since Vm is an interval containing t,

|Vm ∩ Ecr | ≥ (1− ck,γ)|Vm| ≥ |Vm|/2.

Since |Sm| ≤ 2r on Ecr , the above display and Proposition 3.2 imply that
|Sm| .k 2r on Vm and in particular |Sm(t)| .k 2r. Now, Sm(t) → f(t) as
m→∞ by the assumptions on t, and thus

|gr(t)| = |f(t)| .k 2r.

This concludes the proof of (5.4) in the case of t ∈ Bc
r.

Next, we fix κ and consider gr on Γ := [α, β] := Γr,κ. Let nΓ be the first
index such that there are k + 1 points from TnΓ contained in Γ , i.e., there

exists a support D
(k)
nΓ ,i

of a B-spline function of order k in the grid TnΓ that
is contained in Γ . Additionally, we define

U0 := [τnΓ ,i−k, τnΓ ,i], W0 := [τnΓ ,i+k, τnΓ ,i+2k].

Note that if α ∈ TnΓ , then α is a common endpoint of U0 and Γ , otherwise α
is an interior point of U0. Similarly, if β ∈ TnΓ , then β is a common endpoint
of W0 and Γ , otherwise β is an interior point of W0. By k-regularity of
(tn), we have max(|U0|, |W0|) .k,γ |Γ |. We first estimate the part SΓ :=∑

n≤nΓ anfn and show that |SΓ | .k,γ 2r on Γ . Observe that on ∆ := U0 ∪
Γ ∪W0, SΓ can be represented as a linear combination of B-splines (Nj) on
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the grid TnΓ of the form

SΓ (t) = h(t) :=

i+2k−1∑
j=i−2k+1

bjNj(t),

for some coefficients (bj). For j = i − 2k + 1, . . . , i + 2k − 1, let Jj be a
maximal interval of suppNj and observe that due to k-regularity, |Jj | ∼k,γ
|Γ | ∼k,γ |supph|.

If we assume that maxJj |SΓ | > Ck2
r, where Ck is the constant of Propo-

sition 3.2 for ρ = 1/2, then Proposition 3.2 implies that |SΓ | > 2r on a subset
Ij of Jj with measure ≥ |Jj |/2. Hence

|supph ∩ Er| ≥ |Jj ∩ Er| ≥ |Jj |/2 &k,γ |supph|.

We choose the constant ck,γ in the definition of Br sufficiently small to
guarantee that this last inequality implies supph ⊂ Br. This contradicts
the choice of Γ , which implies that our assumption maxJj |SΓ | > Ck2

r is
not true and thus

max
Jj
|SΓ | ≤ Ck2r, j = i− 2k + 1, . . . , i+ 2k − 1.

By local stability of B-splines, i.e., inequality (3.2) in Proposition 3.3, this
implies

|bj | .k 2r, j = i− 2k + 1, . . . , i+ 2k − 1,

and so |SΓ | .k 2r on ∆. This means

(5.5)
�

Γ

|SΓ | .k 2r|Γ |,

which is inequality (5.4) for the part SΓ .

In order to estimate the remaining part, we inductively define two se-
quences (us, Us)i≥0 and (ws,Ws)s≥0 consisting of integers and intervals. Set
u0 = w0 = nΓ and inductively define us+1 to be the first n > us such that
tn ∈ Us. Moreover, define Us+1 to be the B-spline support Dus+1,i(k)

in the

grid Tus+1 , where i is minimal such that D
(k)
us+1,i

∩Γ 6= ∅. Similarly, we define
ws+1 to be the first n > ws such that tn ∈Ws and Ws+1 as the B-spline sup-

port D
(k)
ws+1,i

in the grid Tws+1 , where i is maximal such that D
(k)
ws+1,i

∩Γ 6= ∅.
It can easily be seen that this construction implies Us+1 ⊂ Us, Ws+1 ⊂ Ws

and α ∈ Us, β ∈ Ws for all s ≥ 0, or more precisely: if α ∈ Tus , then α is
either a common endpoint of Us and Γ , or an inner point of Us, and similarly
if β ∈ Tus , then β is either a common endpoint of Ws and Γ , or an inner
point of Ws.
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For a pair of indices `,m, let

x` :=
k−1∑
ν=0

Nu`,i+ν1U` , ym :=
k−1∑
ν=0

Nwm,j−ν1Wm ,

where Nu`,i is the B-spline function on the grid Tu` with support U`, and
Nwm,j is the B-spline function on Twm with support Wm. The function

φ`,m := x` + 1Γ\(U`∪Wm) + ym

is zero on (U`∪Γ ∪Wm)c, one on Γ \ (U`∪Wm) and a piecewise polynomial
function of order k in between. For `,m ≥ 0, consider the following subsets
of {n : n > nΓ }:

L(`) := {n : u` < n ≤ u`+1}, R(m) := {n : wm < n ≤ wm+1}.
If n ∈ L(`) ∩R(m), we clearly have 〈fn, φ`,m〉 = 0 and thus

(5.6)
�

Γ

fn(t) dt =
�

Γ

fn(t) dt−
1�

0

fn(t)φ`,m(t) dt = A`(fn) +Bm(fn),

where

A`(fn) :=
�

Γ∩U`

fn(t) dt−
�

U`

fn(t)x`(t) dt,

Bm(fn) :=
�

Γ∩Wm

fn(t) dt−
�

Wm

fn(t)ym(t) dt.

This implies

(5.7)
∣∣∣ �
Γ

∞∑
n=nΓ+1

anfn(t) dt
∣∣∣ =

∣∣∣ ∞∑
`,m=0

∑
n∈L(`)∩R(m)

an
(
A`(fn) +Bm(fn)

)∣∣∣
≤ 2

∞∑
`=0

�

U`

∣∣∣ ∑
n∈L(`)

anfn(t)
∣∣∣ dt+ 2

∞∑
m=0

�

Wm

∣∣∣ ∑
n∈R(m)

anfn(t)
∣∣∣ dt.

Consider the first sum on the right hand side. On U` = D
(k)
u`,i

, the function∑
n∈L(`) anfn can be represented as a linear combination of B-splines (Nj)

on the grid Tu` of the form∑
n∈L(`)

anfn = h` :=
i+k−1∑
j=i−k+1

bjNj ,

for some coefficients (bj). For j = i − k + 1, . . . , i + k − 1, let Jj be a
maximal grid interval of suppNj and observe that due to k-regularity,
|Jj | ∼k,γ |U`| ∼k,γ |supph`|. On Jj , the function

∑
n∈L(`) anfn is a poly-

nomial of order k. If we assume maxJj
∣∣∑

n∈L(`) anfn
∣∣ > Ck2

r+1, where Ck
is the constant of Proposition 3.2 for ρ = 1/2, then Proposition 3.2 implies
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that
∣∣∑

n∈L(`) anfn
∣∣ > 2r+1 on a set J∗j ⊂ Jj with |J∗j | = |Jj |/2; but this

means max(|
∑

n≤u` anfn|, |
∑

n≤u`+1
anfn|) > 2r on J∗j . Hence

|Er ∩ supph`| ≥ |Er ∩ Jj | ≥ |J∗j | ≥ |Jj |/2 &k |supph`|.
We choose the constant ck,γ in the definition of Br sufficiently small to
guarantee that this last inequality implies supph` ⊂ Br. This contradicts
the choice of Γ , which implies that our assumption maxJj

∣∣∑
n∈L(`) anfn

∣∣ >
Ck2

r is not true and thus

max
Jj

∣∣∣ ∑
n∈L(`)

anfn

∣∣∣ ≤ Ck2r, j = i− k + 1, . . . , i+ k − 1.

By local stability of B-splines, i.e., inequality (3.2), this implies

|bj | .k 2r, j = i− k + 1, . . . , i+ k − 1,

and so
∣∣∑

n∈L(`) anfn
∣∣ .k 2r on U`, which gives

�

U`

∣∣∣ ∑
n∈L(`)

anfn

∣∣∣ .k 2r|U`|.

Combining Lemma 3.1, the inclusions U`+1 ⊂ U` and the inequality |U0| .k,γ

|Γ |, we see that
∑∞

`=0 |U`| .k,γ |Γ |. Thus we get

∞∑
`=0

�

U`

∣∣∣ ∑
n∈L(`)

anfn

∣∣∣ .k,γ 2r|Γ |.

The second sum on the right hand side of (5.7) is estimated similarly, which
gives

∞∑
m=0

�

Wm

∣∣∣ ∑
n∈R(m)

anfn

∣∣∣ .k,γ 2r|Γ |.

Combining these estimates with (5.7) and (5.5), we find∣∣∣ �
Γ

f(t) dt
∣∣∣ =

∣∣∣ �
Γ

∑
n

anfn(t) dt
∣∣∣ .k,γ 2r|Γ |,

which implies (5.4) on Γ , and thus the proof is complete.

6. Proof of the main theorem. For the proof of the necessity part of
Theorem 2.4, we will use the following:

Proposition 6.1. Let (tn) be a k-admissible sequence of knots that is
k-regular with parameter γ, but not (k − 1)-regular. Then

sup
∥∥∥ sup

n
|an(φ)fn|

∥∥∥
1

=∞,

where the first sup is taken over all atoms φ, and an(φ) := 〈φ, fn〉.
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Proposition 6.1 implies in particular that Proposition 5.3 cannot be ex-
tended to arbitrary partitions. For the proof of Proposition 6.1 we need the
following technical lemma.

Lemma 6.2. Let (tn) be a k-admissible sequence of knots that is k-regular
with parameter γ ≥ 1, but not (k − 1)-regular. Let ` be an arbitrary posi-
tive integer. Then, for all A ≥ 2, there exists a finite increasing sequence
(nj)

`−1
j=0 such that if τnj ,ij is the new point in Tnj not present in Tnj−1

and

Λj := [τnj ,ij−k, τnj ,ij−1), Lj := [τnj ,ij−1, τnj ,ij ), Rj := [τnj ,ij , τnj ,ij+1),

then for all i, j with 0 ≤ i < j ≤ `− 1 we have:

(1) Ri ∩Rj = ∅,
(2) Λi = Λj,
(3) (2γ − 1)|Lj | ≥ |[τnj ,ij−k−1, τnj ,ij−k]| ≥ |Lj |/(2γ),
(4) |Rj | ≤ (2γ − 1)|Lj |,
(5) |Lj | ≤ 2(γ + 1)k|Rj |,
(6) min(|Lj |, |Rj |) ≥ A|Λj |.

Proof. First, we choose a sequence (nj)
lk
j=0 so that (1)–(4) hold. Next,

we choose a subsequence (nmj )
l−1
j=0 so that (5) and (6) hold as well.

Since (tn) is not (k − 1)-regular, for all C0 there exist n0 and i0 such
that

(6.1) either C0|D(k−1)
n0,i0−k| ≤ |D

(k−1)
n0,i0−k+1| or |D(k−1)

n0,i0−k| ≥ C0|D(k−1)
n0,i0−k+1|.

We choose C0 sufficiently large such that with Cj := Cj−1/γ−1 for j ≥ 1 we
have Ck` ≥ 2γ. We will make an additional restriction on C0 at the end of
the proof. Without loss of generality, we can assume that the first inequal-
ity in (6.1) holds. Taking Λ0 = [τn0,i0−k, τn0,i0−1) and L0 = [τn0,i0−1, τn0,i0),
R0 = [τn0,i0 , τn0,i0+1), we have

(6.2) |[τn0,i0−k+1, τn0,i0 ]| ≥ C0|Λ0|.

A direct consequence of (6.2) is

(6.3) |L0| ≥ (C0 − 1)|Λ0|.

By k-regularity we have

|D(k)
n0,i0−k−1| ≥

|D(k)
n0,i0−k|
γ

=
|Λ0|+ |L0|

γ
,

which implies
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|[τn0,i0−k−1, τn0,i0−k]| = |D
(k)
n0,i0−k−1| − |Λ0| ≥

|Λ0|+ |L0|
γ

− |Λ0|(6.4)

≥ |L0|
2γ

+
|Λ0|
γ

+
C0 − 1

2γ
|Λ0| − |Λ0|

=
|L0|
2γ

+

(
C0 + 1

2γ
− 1

)
|Λ0| ≥

|L0|
2γ

,

i.e., the right hand inequality of (3) for j = 0. To get the upper estimate,
note that by k-regularity,

|Λ0|+ |[τn0,i0−k−1, τn0,i0−k]| ≤ γ(|Λ0|+ |L0|),
hence by (6.3),

(6.5) |[τn0,i0−k−1, τn0,i0−k]| ≤ γ|L0|+ (γ − 1)|Λ0| ≤ (2γ − 1)|L0|.
This and the previous calculation give (3) for j = 0. Therefore, the con-
struction can be continued either to the right or to the left of Λ0.

We continue the construction to the right of Λ0 by induction. Having
defined nj , Λj , Lj and Rj , we take

nj+1 := min{n > nj : tn ∈ Λj ∪ Lj}, j ≥ 0.

By definition of Rj and nj+1, property (1) is satisfied for all j ≥ 0. We
identify tnj+1 = τnj+1,ij+1 . Thus, by construction, tnj = τnj ,ij is a common
endpoint of Lj and Rj for j ≥ 1.

In order to prove (2), we will show by induction that

(6.6) |[τnj ,ij−k+1, τnj ,ij ]| ≥ Cj |Λj | and Λj+1 = Λj

for all j = 0, . . . , k`. We remark that the equality Λj+1 = Λj is equivalent
to the condition τnj+1,ij+1 ∈ Lj .

The inequality of (6.6) for j = 0 is exactly (6.2). If the identity in (6.6)
were not satisfied for j = 0, i.e., τn1,i1 ∈ Λ0, by k-regularity of (tn), applied
to the partition Tn1 , we would have

|Λ0| ≥
1

γ
|L0|,

which contradicts (6.3) for our choice of C0. This means Λ1 = Λ0, and so
(6.6) is true for j = 0. Next, assume that (6.6) is satisfied for j − 1, where
1 ≤ j ≤ k`−1. By k-regularity, applied to Tnj , and employing (6.6) for j−1
repeatedly, we obtain

|Λj |+ |Lj | = |Λj ∪ Lj | ≥
1

γ
(τnj ,ij+1 − τnj ,ij−k+1)

=
1

γ
(τnj−1,ij−1 − τnj−1,ij−1−k+1)

≥ Cj−1
γ
|Λj−1| =

Cj−1
γ
|Λj |.
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This means, by the recursive definition of Cj , that

(6.7) |Lj | ≥ Cj |Λj |,
and in particular the first identity in (6.6) is true for j. If the identity in
(6.6) were not satisfied for j, i.e., τnj+1,ij+1 ∈ Λj , by k-regularity of (tn),
applied to Tnj+1 , we would have

|Λj | ≥
1

γ
|Lj |,

which contradicts (6.7) and our choice of C0. This proves (6.6) for j, and
thus property (2) is true for all j = 0, . . . , k`.

Moreover, choosing C0 sufficiently large, namely such that Ckl ≥
2(γ + 1)kA, (6.7) implies

(6.8) |Lj | ≥ 2(γ + 1)kA|Λj |,
which is a part of (6).

The lower estimate in (3) is proved by repeating the argument giving
(6.4) and using (6.7) instead of (6.4). The upper estimate uses the same
arguments as the proof of (6.5), but now we have to use (6.7) as well.

Next, we look at (4). By k-regularity and (6.7), as Cj > 1, we have

|Rj |+ |Lj | ≤ γ(|Lj |+ |Λj |) ≤ 2γ|Lj |,

which is exactly (4).
We prove (5) by choosing a suitable subsequence of (nj)

k`
j=0. First, assume

that (5) fails for k consecutive indices, i.e., for some s,

(6.9) |Rs+r| < α|Ls+r| ≤ α|Ls|, r = 1, . . . , k,

where α := (2(γ + 1)k)−1. We have Lj = Lj+1 ∪ Rj+1 for 0 ≤ j ≤ k` − 1.
Thus, on the one hand,

(6.10) |Ls \ Ls+k| =
k∑
r=1

|Rs+r| ≤ αk|Ls|

by (6.9); on the other hand, by k-regularity of Tns+k ,

(6.11) |Ls \ Ls+k| ≥
1

γ
|Ls+k| =

1

γ

(
|Ls| −

k∑
r=1

|Rs+r|
)
≥ 1− αk

γ
|Ls|.

Now, (6.10) contradicts (6.11) for our choice of α. We have thus proved that
there is at least one index s+r, 1 ≤ r ≤ k, such that (5) is satisfied for s+r.
Hence we can extract a sequence of length ` from (nj)

k`
j=1 satisfying (5). For

simplicity, this subsequence is called (nj)
`−1
j=0 again.

Property (6) for Rj is now a simple consequence of (6.8), property (5)

and the choice of (nj)
`−1
j=0. Thus, the proof of the lemma is complete.



148 G. Gevorkyan et al.

Now, we are ready to proceed to the proof of Proposition 6.1.

Proof of Proposition 6.1. Let ` be an arbitrary positive integer and A ≥ 2
a number to be chosen later. Lemma 6.2 gives a sequence (nj)

`−1
j=0 such that

conditions (1)–(6) in Lemma 6.2 are satisfied. We assume that |Λ0| > 0. Let
τ := τn0,i0−1, x := τ − 2|Λ0| and y := τ + 2|Λ0|. Then we define an atom φ
by

φ ≡ 1

4|Λ0|
(1[x,τ ] − 1[τ,y])

and let j be an arbitrary integer with 0 ≤ j ≤ `− 1. By partial integration,
the expression anj (φ) = 〈φ, fnj 〉 can be written as

4|Λ0|anj (φ) =

τ�

x

fnj (t) dt−
y�

τ

fnj (t) dt

=

τ�

x

fnj (t)− fnj (τ) dt−
y�

τ

fnj (t)− fnj (τ) dt

=

τ�

x

(x− t)f ′nj (t) dt−
y�

τ

(y − t)f ′nj (t) dt.

In order to estimate |anj (φ)| from below, we estimate the absolute values
of I1 :=

	τ
x(x − t)f ′nj (t) dt from below and of I2 :=

	y
τ (y − t)f ′nj (t) dt from

above. We begin with I2.

Consider the function gnj , connected with fnj via fnj = gnj/‖gnj‖2 and

‖gnj‖2 ∼k |Jnj |−1/2 (cf. (4.1) and Lemma 4.3). In the notation of Lemma 6.2,
gnj is obtained by inserting the point tnj = τnj ,ij in Tnj−1, and it is a com-
mon endpoint of intervals Li and Ri. By construction of the characteristic
interval Jnj , properties (4)–(6) of Lemma 6.2, and the k-regularity of (tn),
we have

(6.12) |Jnj | ∼k,γ |Lj | ∼k,γ |Rj |.

By property (6), we have [τ, y] ⊂ Lj , and therefore on [τ, y], the derivative
of gnj has the representation (cf. (3.1))

g′nj (u) = (k − 1)

ij−1∑
i=ij−k+1

ξiN
(k−1)
nj ,i

(u), u ∈ [τ, y],

where ξi = (wi − wi−1)/|D(k−1)
nj ,i

| and the coefficients wi are given by (4.3)

associated to the partition Tnj . For i = ij − k + 1, . . . ij − 1 we have Lj ⊂
D

(k−1)
nj ,i

, which together with the k-regularity of (tn) and property (6) implies

(6.13) |Jnj | ∼k |Lj | ∼k,γ |D
(k−1)
nj ,i

|, i = ij − k + 1, . . . , ij − 1.



Orthogonal spline systems in H1 149

Moreover, by Lemma 4.4,

|wi| .k
1

|Jnj |
, 1 ≤ i ≤ nj + k − 1.

Therefore

|f ′nj (t)| ∼k |Jnj |
1/2|g′nj (t)| .k,γ |Lj |−3/2 for t ∈ [τ, y].

Consequently, putting the above facts together,

(6.14) |I2| .k,γ |Λ0|2 · |Lj |−3/2.

We now estimate I1. By properties (3) and (6) of Lemma 6.2 (with
A ≥ 2γ), we have [x, τ ] ⊂ [τnj ,ij−k−1, τnj ,ij−1], and therefore on [x, τ ], g′nj
has the representation (cf. (3.1))

g′nj (u) = (k − 1)

ij−2∑
i=ij−2k+1

ξiN
(k−1)
nj ,i

(u), u ∈ [x, τ ].

We split I1 = I1,1 + I1,2 according to whether i 6= ij − k or i = ij − k in the
above representation of g′nj on [x, τ ].

Note that [τnj ,ij−k−1, τnj ,ij−k] ⊂ D
(k−1)
nj ,i

for ij − 2k + 1 ≤ i < ij − k and

Lj ⊂ D
(k−1)
nj ,i

for ij − k < i ≤ ij − 2. Therefore, by properties (3) and (6) of

Lemma 6.2 and the k-regularity of the sequence of knots we have

|D(k−1)
nj ,i

| ∼k,γ |Lj | for ij − 2k + 1 ≤ i ≤ ij − 2, i 6= ij − k.

So, by arguments analogous to the proof of (6.14) we get

(6.15)

|I1,1| ∼k |Jnj |1/2
∣∣∣ τ�
x

(t− x)

ij−2∑
i=ij−2k+1
i 6=ij−k

ξiN
(k−1)
nj ,i

(t) dt
∣∣∣ .k,γ |Λ0|2 · |Lj |−3/2.

Moreover, for i = ij − k, we have D
(k−1)
nj ,ij−k = Λ0, so

|I1,2| ∼k |Jnj |1/2
∣∣∣ τ�
x

(t− x)ξij−kN
(k−1)
nj ,ij−k(t) dt

∣∣∣(6.16)

≥ |ξij−k| |Jnj |
1/2|Λ0|

τ�

x

N
(k−1)
nj ,ij−k(t) dt

= |ξij−k| |Λ0| |Jnj |1/2
|D(k−1)

nj ,ij−k|
k − 1

= |ξij−k| |Jnj |
1/2 |Λ0|2

k − 1
,

because t− x ≥ |Λ0| for t ∈ suppN
(k−1)
nj ,ij−k. Since the sequence wj is checker-
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board (cf. (4.4)),

|ξij−k| =
|wij−k|+ |wij−k−1|

|D(k−1)
nj ,ij−k|

≥
|wij−k|

|D(k−1)
nj ,ij−k|

.

By definition of wij−k,

|wij−k| ≥ |αij−k| |bij−k,ij−k|,

where αij−k is the factor from formula (4.2) and bij−k,ij−k is an entry of the
inverse of the B-spline Gram matrix, both corresponding to the partition
Tnj . Formulas (4.2) and (6.12) imply that αij−k is bounded from below by a

positive constant that only depends on k and γ (1). Moreover, |bij−k,ij−k| ≥
‖N (k)

nj ,ij−k‖
−2
2 &k |D

(k)
nj ,ij−k|

−1 (cf. (3.6)). Note that D
(k)
nj ,ij−k = Λ0 ∪ Lj , so

|D(k)
nj ,ij−k| ∼k,γ |Lj |. Thus, |ξij−k| &k,γ |Λ0|−1|Lj |−1. Inserting the above

calculations in (6.16), we find

(6.17) |I1,2| &k,γ |Jnj |1/2
|Λ0|
|Lj |

∼k,γ |Λ0| |Lj |−1/2.

We now impose conditions on the constant A ≥ 2γ from the beginning
of the proof and property (6) in Lemma 6.2. It follows from (6.17), (6.15)
and (6.14) that there are Ck,γ > 0 and ck,γ > 0, depending only on k and γ,
such that

4|Λ0| |anj (φ)| ≥ |I1,2| − |I1,1| − |I2| ≥ Ck,γ |Λ0| |Lj |−1/2 − ck,γ |Λ0|2|Lj |−3/2

= |Λ0| |Lj |−1/2(Ck,γ − ck,γ |Λ0| |Lj |−1).

By property (6) in Lemma 6.2 we have |Λ0| |Lj |−1 ≤ 1/A. Choosing A
sufficiently large to guarantee

Ck,γ −
ck,γ
A
≥
Ck,γ

2
,

we get a constant mk,γ , depending only on k and γ, such that

(6.18) mk,γ |Lj |−1/2 ≤ |anj (φ)|, j = 0, . . . , `− 1.

Next, we estimate
	
Rj
|gnj (t)| dt from below. First, Proposition 3.3, prop-

erty (6) of Lemma 6.2 and the k-regularity of (tn) yield
�

Rj

|gnj (t)| dt &k,γ |Rj | |wij |,

(1) Formula (4.2) is applied with Tn = Tnj and corresponding to τi0 = τnj ,ij . Then
[τi0−1, τi0 ] = Lj and [τi0 , τi0+1] = Rj . By k-regularity and |Λ0 ∪ Lj | ∼k,γ |Lj |, each
denominator in (4.2) is ∼k,γ |Lj |. Each numerator in (4.2) is greater than either Lj or Rj ,
so by (6.12) and k-regularity it is ∼k,γ |Lj | as well.
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where wij corresponds to the partition Tnj . By definition of wij ,
�

Rj

|gnj (t)| dt &k,γ |Rj | |αij | |bij ,ij |.

By arguments similar to those above, |αij | is bounded from below by a

constant only depending on k and γ, and |bij ,ij | &k |D
(k)
nj ,ij
|−1. Since by

k-regularity, |Rj | ∼k,γ |D
(k)
nj ,ij
|, we finally get
�

Rj

|gnj (t)| dt &k,γ 1,

which means for fnj that
�

Rj

|fnj (t)| dt &k,γ |Jnj |1/2 &k,γ |Lj |1/2.

Combining this last estimate with (6.18) and (1) of Lemma 6.2 gives

1�

0

sup
n
|an(φ)fn(t)| dt ≥

∑̀
j=1

�

Rj

|anj (φ)fnj (t)| dt &k,γ `.

This construction applies to every positive integer `, proving the assertion
of the proposition for |Λ0| > 0.

The case |Λ0| = 0 is handled similarly, with the difference that the atom
φ is defined to be centered at τn0,i0−1 and the length of the support is
sufficiently small, depending on ` and |L0|.

With Proposition 6.1 and the results of Section 5 at hand, the proof of
Theorem 2.4 follows the proof of Theorem 2.2 in [15], but we present it here
for the sake of completeness.

Proof of Theorem 2.4. We start by proving the unconditional basis prop-

erty of (fn) = (f
(k)
n ) assuming the (k−1)-regularity of (tn). If (tn) is (k−1)-

regular, it is not difficult to check that it is also k-regular. As a consequence,
Theorem 2.3 implies that (fn) is a basis in H1. Let f ∈ H1 with f =

∑
anfn

and ε ∈ {−1, 1}Z. We need to prove the convergence of
∑
εnanfn in H1.

Let m1 ≤ m2. Then∥∥∥ m2∑
n=m1

εnanfn

∥∥∥
H1

.k,γ

∥∥∥S( m2∑
n=m1

εnanfn

)∥∥∥
1
.k

∥∥∥P( m2∑
n=m1

εnanfn

)∥∥∥
1

=
∥∥∥P( m2∑

n=m1

anfn

)∥∥∥
1
.k,γ

∥∥∥ m2∑
n=m1

anfn

∥∥∥
H1
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where we have used Propositions 5.4, 5.2 and 5.3 (cf. also the diagram on
page 135). So, since

∑
anfn converges in H1, so does fε :=

∑
εnanfn, and

the same calculation as above shows

‖fε‖H1 .k,γ ‖f‖H1 .

This implies that (fn) is an unconditional basis in H1.

We now prove the converse: (fn) being an unconditional basis in H1

implies (k − 1)-regularity. First, if (tn) is not k-regular, (fn) is not a ba-
sis in H1 by Theorem 2.3. Thus, it remains to consider the case when (tn)
is k-regular, but not (k − 1)-regular. By Theorem 2.3 again, (fn) is then
a basis in H1. Suppose that (fn) is an unconditional basis in H1. Then,
for f =

∑
anfn and ε ∈ {−1, 1}Z, the function fε :=

∑
εnanfn is also

in H1. Since ‖ · ‖1 ≤ ‖ · ‖H1 , the series
∑
anfn also converges uncondi-

tionally in L1, and thus Proposition 5.1 (i.e., Khinchin’s inequality) im-
plies

‖Pf‖1 . sup
ε
‖fε‖1 ≤ sup

ε
‖fε‖H1 . ‖f‖H1 ,

which is impossible due to Proposition 6.1, even for atoms. This concludes
the proof of Theorem 2.4.

As an immediate consequence of Theorem 2.4, a fifth condition equiva-
lent to (A)–(D) is the unconditional convergence of

∑
n anfn in H1:

Corollary 6.3. Let (tn) be a k-admissible and (k−1)-regular sequence
of points, with (fn) the corresponding orthonormal spline system of order k.
Let (an) be a sequence of coefficients. Then conditions (A)–(D) from Sec-
tion 5 are equivalent. Moreover, they are equivalent to

(E) The series
∑

n anfn converges unconditionally in H1.

In addition, for f ∈ H1, f =
∑

n anfn, we have

‖f‖H1 ∼ ‖Sf‖1 ∼ ‖Pf‖1 ∼ sup
ε∈{−1,1}Z

∥∥∥∑
n

εnanfn

∥∥∥
1
,

with the implied constants depending only on k and the parameter of (k−1)-
regularity of (tn).
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