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Abstract. We investigate the energy of measures (both positive and signed) on compact Riemannian manifolds. A formula is given relating the energy integral of a positive measure with the projections of the measure onto the eigenspaces of the Laplacian. This formula is analogous to the classical formula comparing the energy of a measure in Euclidean space with a weighted $L^2$ norm of its Fourier transform. We show that the boundedness of a modified energy integral for signed measures gives bounds on the Hausdorff dimension of the measure. Refined energy integrals and Hausdorff dimensions are also studied and applied to investigate the singularity of Riesz product measures of dimension one.

1. Introduction. In this paper we study the energy of measures on compact, connected Riemannian manifolds. There is a well known and useful formula relating the energy of a positive, finite measure on $\mathbb{R}^n$ to a weighted $L^2$ norm of its Fourier transform (cf. [16, p. 162]). We obtain an analogous formula comparing the energy of a positive measure on a compact manifold with a weighted sum of the $L^2$ norms of the projections of the measure onto the spaces of eigenfunctions of the Laplacian operator. This weighted sum can be thought of as a weighted harmonic representation. The corresponding formulas for measures on the $n$-dimensional sphere or torus, which were obtained in [8] and [9], can be derived as special cases of our new formula.

Even on Euclidean space the natural extension of the energy integral to signed measures need not be well defined. Motivated by [10], we consider a modification of this integral. Our modified integral is defined for all finite measures and is comparable to the usual energy integral in the case of a positive measure. We show that the finiteness of the modified energy
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integral gives a lower bound on the Hausdorff dimension of the measure, as was shown in [10] for the energy integral of signed measures on Euclidean spaces.

Measures can be classified by their Hausdorff dimension, the least dimension of any Borel set on which they are concentrated. However, there are many interesting measures which have full Hausdorff dimension but are not absolutely continuous with respect to the Hausdorff measure of that dimension. By introducing refined dimensions based on the functions $x^n|\log x|^s$ (where $n$ equals the dimension of the manifold), rather than the usual functions $x^t$, $t \leq n$, we are able to quantify the singularity of (some) measures of dimension $n$. We prove that the corresponding refined energy integral can also be compared with a (suitable) weighted harmonic representation and that the finiteness of this integral provides an upper bound on the (appropriate) refined Hausdorff co-dimension.

Our formula relating the refined energy integral with a weighted harmonic representation of the measure is applied to study Riesz products on the torus which have Hausdorff dimension one.

The paper is organized as follows: In Section 2 we derive our analogue of the classical formula comparing the energy of a measure with the size of its Fourier transform. The formula is applied to study the dimensions of central measures on compact Lie groups in Section 3. The modified energy integral for signed measures and its connection with Hausdorff dimension are investigated in Section 4. This involves obtaining a variation of the Besicovitch covering lemma for these manifolds. In Section 5 we study the refined energy integral and refined Hausdorff co-dimensions, and in Section 6 apply these ideas to Riesz product measures on the torus.

2. Energy of a positive measure and its harmonic representation. Throughout the paper $M$ will denote a connected, compact Riemannian manifold of dimension $n$. The notation $B(x, r)$ will denote the ball in $M$ centred at $x$ and having radius $r$, and $|B(x, r)|$ will denote its volume.

For a finite, positive, Borel measure $\mu$ on a manifold $M$ one can define the Riesz $t$-energy of $\mu$ by the formula

$$I_t(\mu) = \int_M \int_M \frac{1}{d(x, y)^t} d\mu(x) d\mu(y),$$

where $d(x, y)$ is the metric on $M$. As both the kernel and the measure are positive, the integral is well defined and the energy takes values in $[0, \infty]$.

The energy of a measure on $\mathbb{R}^n$ has proven to be a useful concept. For example, if $I_t(\mu) < \infty$, then the Hausdorff dimension of any set on which $\mu$ is concentrated is at least $t$. There is a well known and important relationship
between the energy of a measure on $\mathbb{R}^n$ and its Fourier transform:

$$I_t(\mu) = c_{t,n} \int |x|^{t-n}|\hat{\mu}(x)|^2 \, dx,$$

and this has been used to study a variety of things, including the Hausdorff dimension of projections and intersections of sets, distance sets and the average rate of decay of the Fourier transform (cf. [5], [16] and the references cited therein).

The behaviour of the Laplacian, $\Delta f = \text{div}(\nabla f)$, on compact Riemannian manifolds has been thoroughly studied (cf. [3], [4]). The set of eigenvalues of the Laplacian is a discrete sequence $\{-\lambda_k\}$ of non-positive real numbers. The corresponding eigenfunctions are $C^\infty$ and can be chosen to form an orthonormal basis in $L^2(M)$. The projection of a function $f \in L^2(M)$ onto the finite-dimensional eigenspace corresponding to the eigenvalue $-\lambda_k$ can be obtained by the formula

$$P_k(f) = \int_M K_k(x, y) f(y) \, dy,$$

where $K_k(x, y) = \sum_j \varphi_{jk}(x) \varphi_{jk}(y)$, the sum being taken over an orthonormal basis, $\{\varphi_{jk}\}_j$, of the eigenspace associated with the eigenvalue $-\lambda_k$. The kernel $K_k$ is a $C^\infty$ function and thus the projection operator $P_k$ can be extended to the space of finite measures on $M$. We continue to denote by $P_k(\mu)$ the image in $L^2$ of this extended operator applied to the measure $\mu$.

The Riesz energy of a measure and its harmonic representation are related by the following formula.

**Theorem 2.1.** Let $M$ be a connected, compact, Riemannian manifold of dimension $n$ and suppose $0 < t < n$. There exist constants $A, B > 0$, depending on $n$, $t$ and $M$, such that if $\mu$ is a positive, Borel measure on $M$ and $\mu_k = P_k(\mu)$, then

$$AI_{n-t}(\mu) \leq \sum_k (\lambda_k + 1)^{-t/2} \|\mu_k\|_2^2 \leq BI_{n-t}(\mu). \quad (2.1)$$

The proof of this theorem depends on bounds of the heat kernel, $H(u, x, y)$. By the Sturm–Liouville decomposition (cf. [3, 139–140]) the heat kernel can be represented as

$$H(u, x, y) = \sum_{k=0}^\infty e^{-\lambda_k u} K_k(x, y),$$

with the series converging uniformly for each fixed $u > 0$. It is well known that the heat kernel is a strictly positive $C^\infty$ function on $(0, \infty) \times M \times M$.

As the manifold is compact we may assume that its Ricci curvature is bounded from below.
LEMMA 2.2 (see [14], [15]). For all $\delta > 0$ there exist positive constants $c$ and $C$, depending only on $M$ and $\delta$, such that if $x, y \in M$, then
\[
\frac{c \exp(-d(x, y)^2/(4 - \delta)u)}{\sqrt{|B(x, u^{1/2})||B(y, u^{1/2})|}} \leq H(u, x, y) \leq \frac{C \exp(-d(x, y)^2/(4 + \delta)u)}{\sqrt{|B(x, u^{1/2})||B(y, u^{1/2})|}}
\]
for all $u > 0$ if $M$ has non-negative curvature and for all $u \in (0, 1)$ otherwise.

As the volume of any ball of radius $r$ is comparable with $\min\{r, 1\}^n$ (cf. [18, 9.1.6]), we can reformulate this lemma.

LEMMA 2.3. For all $\delta > 0$ there exist positive constants $c$ and $C$, depending only on $M$ and $\delta$, such that if $x, y \in M$, then
\[
c\left(\min\{u, 1\}\right)^{-n/2} \exp(-d(x, y)^2/(4 - \delta)u) \leq H(u, x, y) \leq C\left(\min\{u, 1\}\right)^{-n/2} \exp(-d(x, y)^2/(4 + \delta)u)
\]
for all $u > 0$ if $M$ has non-negative curvature and for all $u \in (0, 1)$ otherwise.

Proof. We begin by considering $E_u(\mu) = \int H(u, x, y) d\mu(x) d\mu(y)$ for $u > 0$. Using the Sturm–Liouville decomposition for $H$ we obtain
\[
\int H(u, x, y) d\mu(y) = \sum_{k=0}^{\infty} e^{-u\lambda_k} \mu_k(x).
\]

The projection, $\mu_k$, is pointwise dominated by $\|K_k(x, \cdot)\|_\infty \|\mu\|$. By Weyl’s asymptotic formula the number of terms in the sum defining $K_k$ is a polynomial in $\lambda_k$ and each of the terms is pointwise bounded by a polynomial in $\lambda_k$ (see [3, pp. 9, 112]). Thus the series (2.2) is uniformly convergent in $x$ for fixed $u$ and
\[
E_u(\mu) = \sum_k e^{-u\lambda_k} \int K_k(x, y) d\mu(y) d\mu(x) = \sum_k e^{-u\lambda_k} \|\mu_k\|^2_2.
\]

Using the estimates of Lemma 2.3 and fixing $\delta = 1$ we have
\[
c \int \left(\min\{1, u\}\right)^{-n/2} \exp(-d(x, y)^2/3u) d\mu(x) d\mu(y)
\leq \sum_k e^{-u\lambda_k} \|\mu_k\|^2_2 \leq C \int \left(\min\{1, u\}\right)^{-n/2} \exp(-d(x, y)^2/5u) d\mu(x) d\mu(y)
\]
for each $u > 0$.

If the curvature is non-negative we set $T = \infty$, otherwise take $T = 1$. Multiply both sides of the inequalities by the positive function
\[
\psi_t(u) = \begin{cases} u^{-1+t/2} & \text{if } u < 1, \\ u^{-1+(t-n)/2} & \text{if } u \geq 1, \end{cases}
\]
and integrate over $u$ in $(0, T)$. If we set
\[
Q_j(x, y) = \int_0^T u^{-1+(t-n)/2} e^{-d(x, y)^2/(4+j)u} du \quad \text{for } j = \pm 1,
\]
then after changing the order of integration we obtain

\begin{equation}
\alpha \int Q(x, y) \, d\mu(x) \, d\mu(y) \leq \sum_{k=0}^{T} \psi(t) e^{-u \lambda_k} \, du \| \mu_k \|_2^2
\end{equation}

\[ \leq \beta \int Q(x, y) \, d\mu(x) \, d\mu(y) \]

for new constants \( \alpha, \beta \) which depend only on the dimension. Now

\[ Q_1(x, y) = \left( \frac{d(x, y)^2}{5} \right)^{(t-n)/2} \int_0^T \tau^{-1+(t-n)/2} e^{-1/\tau} \, d\tau \]

\[ \leq \left( \frac{d(x, y)^2}{5} \right)^{(t-n)/2} \int_0^\infty \tau^{-1+(t-n)/2} e^{-1/\tau} \, d\tau \]

\[ = 5^{(n-t)/2} d(x, y)^{t-n} \Gamma \left( \frac{n-t}{2} \right), \]

with equality holding if \( T = \infty \). (Here \( \Gamma \) is the classical gamma function.) As \( M \) is compact, \( d(x, y)^2 \leq (\text{diam} \, M)^2 < \infty \) for all \( x, y \in M \), and consequently,

\[ Q_{-1}(x, y) \geq \left( \frac{d(x, y)^2}{3} \right)^{(t-n)/2} \int_0^T \tau^{-1+(t-n)/2} e^{-1/\tau} \, d\tau \]

\[ \geq A \left( \frac{d(x, y)^2}{3} \right)^{(t-n)/2} \]

where \( A > 0 \) depends on \( n \) and \( M \).

When \( \lambda_k > 0 \),

\begin{equation}
\int_0^T \psi(t) e^{-u \lambda_k} \, du = \int_0^{1} u^{-1+t/2} e^{-u \lambda_k} \, du + \int_1^{T} u^{-1+(t-n)/2} e^{-u \lambda_k} \, du
\end{equation}

\[ = \lambda_k^{-t/2} \int_0^{\lambda_k} \tau^{-1+t/2} e^{-\tau} \, d\tau + \int_1^{T} u^{-1+(t-n)/2} e^{-u \lambda_k} \, du. \]

After changing variables the second integral (which is only present if \( T = \infty \)) becomes

\[ \int_1^\infty u^{-1+(t-n)/2} e^{-u \lambda_k} \, du = \lambda_k^{(n-t)/2} \int_1^\infty x^{-1+(t-n)/2} e^{-x} \, dx \]

\[ \leq \lambda_k^{-t/2} \int_1^\lambda_k x^{-1+t/2} e^{-x} \, dx. \]
A routine calculus argument shows that for \( x \geq \lambda_k \),
\[
    x^{-1+t/2}e^{-x/2} \leq \begin{cases} 
        (t - 2)^{-1+t/2}e^{-1+t/2} & \text{if } t > 2, \\
        \lambda_1^{-1+t/2}e^{-\lambda_1/2} & \text{if } t \leq 2.
    \end{cases}
\]

One should note that the minimal non-zero eigenvalue, \( \lambda_1 \), depends only on the manifold. Since \( 0 < t < n \), in either case
\[
x^{-1+t/2}e^{-x/2} \leq \sigma
\]
where \( \sigma \) is a constant depending on \( n \) and the manifold. Thus
\[
\int_1^\infty u^{-1+(t-n)/2}e^{-u\lambda_k} du \leq \sigma \lambda_k^{-t/2} \int_\lambda_k^\infty e^{-x/2} dx \leq 2\sigma \lambda_k^{-t/2}.
\]

Since the first integral in the final sum of (2.5) dominates
\[
\int_0^1 \tau^{-1+t/2}e^{-\tau} d\tau \geq 2\lambda_1^{-t/2}e^{-\lambda_1 t-1},
\]
we can bound the first term above and below by
\[
\lambda_k^{-t/2}2\lambda_1^{-t/2}e^{-\lambda_1 t-1} \leq \lambda_k^{-t/2} \int_0^\infty \tau^{-1+t/2}e^{-\tau} d\tau \leq \Gamma\left(\frac{t}{2}\right)\lambda_k^{-t/2}.
\]

Note that \( \Gamma(t/2) \sim 1/t \) when \( t \) is close to 0, hence
\[
\int_0^T \psi_t(u)e^{-u\lambda_k} du \sim \frac{1}{t} \lambda_k^{-t/2}.
\]

For \( \lambda_0 = 0 \), we have
\[
\int_0^\infty \psi_t(u) du = \frac{2}{t} + \frac{2}{n-t}.
\]

Combined with our earlier calculations this implies that for \( 0 < t < n \) we have
\[
\alpha n^{-t}I_{n-t}(\mu) \leq \left( \frac{1}{t} + \frac{1}{n-t} \right) \|\mu_0\|^2_2 + \frac{1}{t} \sum_{k>0} \lambda_k^{-t/2} \|\mu_k\|^2_2
\]
\[
\leq \beta n^{-t} \Gamma\left(\frac{n-t}{2}\right) I_{n-t}(\mu)
\]
for new constants \( \alpha, \beta \) depending on \( n \) and \( M \).

We can replace \( \lambda_k \) with \( \lambda_k + 1 \) since the minimal value of \( \lambda_k \) for \( k > 0 \) depends only on the manifold. This gives the desired formula (2.1).

**Corollary 2.4.** Let \( M \) be a connected, compact manifold of dimension \( n \) and fix \( \varepsilon > 0 \). There exist constants \( A, B > 0 \), depending on \( n \) and \( \varepsilon \), such
that if $\mu$ is a positive, Borel measure on $M$ and $\mu_k = P_k(\mu)$, then for each $0 < t < n - \varepsilon$,

$$AI_{n-t}(\mu) \leq \frac{1}{t} \sum_k (\lambda_k + 1)^{-t/2} \|\mu_k\|^2 \leq BI_{n-t}(\mu).$$

Proof. This follows from (2.6) since $\Gamma((n-t)/2)$ is bounded above and below away from zero when $t < n - \varepsilon$. ■

Remark 2.1. We thank Prof. Colzani for helpful conversations on an earlier version of this result for manifolds of positive curvature.

Corollary 2.5. (i) Suppose $M = \mathbb{T}^n$ and $\varepsilon > 0$. There are constants $A, B > 0$, depending on $n$ and $\varepsilon$, such that if $\mu$ is a positive, Borel measure on $M$, then for each $0 < t < n - \varepsilon$,

$$AI_{n-t}(\mu) \leq \frac{1}{t} \left( |\hat{\mu}(0)|^2 + \sum_{z \in \mathbb{Z}^n \setminus \{0\}} |z|^{-t} |\hat{\mu}(z)|^2 \right) \leq BI_{n-t}(\mu).$$

(ii) Suppose $M = \mathbb{S}^n$, the unit sphere in $\mathbb{R}^{n+1}$, and $\varepsilon > 0$. There are constants $A, B > 0$ such that if $\mu$ is a positive, Borel measure on $M$, then for each $0 < t < n - \varepsilon$,

$$AI_{n-t}(\mu) \leq \frac{1}{t} \left( \|\mu_0\|_2^2 + \sum_{k=1}^{\infty} k^{-t} \|\mu_k\|_2^2 \right) \leq BI_{n-t}(\mu),$$

where $\mu_k$ denotes the projection of $\mu$ onto the space of spherical harmonics of degree $k$.

Proof. These results follow from the fact that in the first case the eigenfunctions of the Laplacian are the exponential functions $\exp(ix \cdot z)$ with corresponding eigenvalues $-|z|^2$, and in the second case the eigenfunctions are the spherical harmonics of degree $k$ with eigenvalues $-k(k + n - 1)$. ■

Remark 2.2. The result for the torus improves the estimates given in [8]. The formula for the sphere can essentially be found in [9].

2.1. Energy and Hausdorff dimension. The Hausdorff dimension of a measure $\mu$ is defined as

$$\dim_H(\mu) = \inf \{ \dim_H(E) : E \text{ is a Borel set with } \mu(E) > 0 \}$$

and the energy dimension of $\mu$ is defined as

$$\dim_e(\mu) = \sup \{ t : I_t(\mu) < \infty \}.$$
Corollary 2.6. If $\mu$ is any positive measure on a connected, compact manifold of dimension $n$, then

$$\dim_e(\mu) = \sup \left\{ t : \sum_{\lambda_i > 0} \frac{\lambda_i^{t-n/2}}{\|\mu_i\|^2} < \infty \right\}.$$ 

Proposition 2.7. If $\mu$ is any positive measure on a connected, compact manifold of dimension $n$, then $\dim_H(\mu) \geq \dim_e(\mu)$.

Proof. This is proved in [5, 4.13] for measures on $\mathbb{R}^n$. The same proof holds for any metric space. ■

3. Energy of central measures on compact Lie groups. An example of a connected, compact Riemannian manifold is a connected, simply connected, compact, simple Lie group $G$ (cf. [18, p. 57]). The coordinate functions of the irreducible representations of $G$ are eigenfunctions of the Laplacian and form an orthogonal basis for $L^2(G)$. The eigenvalue of the character of the irreducible representation of $G$ with highest weight $\lambda$ is given by

$$\langle \varrho, \varrho \rangle - \langle \lambda + \varrho, \lambda + \varrho \rangle$$

where $\varrho$ is half the sum of the positive roots. If we express $\lambda$ in terms of the fundamental dominant weights $\lambda_i$ by $\lambda = \sum m_i \lambda_i$, and put $m_\lambda = \max m_i$, then the eigenvalue associated with $\lambda$ is comparable to $-m_\lambda^2$. (See [13].)

A measure $\mu$ on $G$ is called central if it commutes with all other measures under convolution. Central measures are characterized by the property that their Fourier transform satisfies $\hat{\mu}(\lambda) = c_\lambda I_{\deg \lambda}$ for some constants $c_\lambda$. (Here $\deg \lambda$ denotes the degree of representation $\lambda$.) Using this notation we can express formula (2.1) as

$$I_t(\mu) \sim \sum_{\lambda} m_\lambda^{-\frac{t}{2}} \dim G(\deg \lambda)^{2} |c_\lambda|^2.$$ 

It is known that if the measure is also continuous, then $c_\lambda \to 0$ as $\deg \lambda \to \infty$. In particular (see [11], [12]), if $\mu$ is a continuous, central measure supported on a single conjugacy class, then $|c_\lambda| \leq C(\deg \lambda)^{-s}$ where $s = s(G) \leq O(1/\text{rank } G)$. If $N$ is the number of positive roots of the Lie group, then it follows from the Weyl character formula that $\deg \lambda \leq C m_\lambda^N$. Consequently,

$$I_t(\mu) \leq C \sum_{\lambda} (\deg \lambda)^{2-2s+(t-\dim G)/N},$$

and this sum is known to be finite if the exponent is less than $- \text{rank } G/N$.

An example of a continuous, central measure supported on the conjugacy class $C(g)$ containing $g \in G$ is the orbital measure, $\mu_g$, which is defined by
\[ \int_G f \, d\mu_g = \int_G f(x^{-1}gx) \, dx \quad \text{for all continuous functions } f, \]

where \( dx \) denotes the Haar measure on \( G \). As the orbital measure is uniformly distributed on the submanifold \( C(g) \), it is the \( t \)-dimensional Hausdorff measure on \( C(g) \) where \( t \) is the dimension of \( C(g) \). Thus the energy dimension of \( \mu_g \) coincides with the dimension of the conjugacy class (cf. [5, 4.13]). Hence

\[ \sum_{\lambda} m^{t-\dim G(\deg \lambda)^2 |c_\lambda|^2} \begin{cases} < \infty & \text{for } t < \dim C(g), \\ = \infty & \text{for } t > \dim C(g). \end{cases} \]

4. The dimension of signed measures. In this section by a measure we mean a signed, regular, Borel measure of finite variation on the compact, connected Riemannian manifold \( M \) of dimension \( n \).

The Hausdorff dimension of a signed measure \( \mu \) is defined as

\[ \dim_H \mu = \inf \{ \dim_H E : \mu(E) \neq 0 \}. \]

This coincides with the Hausdorff dimension of its total variation \( |\mu| \).

We continue to denote by \( H(x, z, y) \) the heat kernel on the manifold \( M \) and let \( \psi_t \) be the function defined in (2.3). Put

\[ L_t(x, y) = \int \psi_t(u) H(u, x, y) \, du. \]

Note that \( L_t(x, y) \) is comparable to \( d(x, y)^{t-n} \). For \( 0 < t < n \) we define the generalized \( t \)-energy of a signed measure \( \mu \) by

\[ I^*_t(\mu) = \lim_{s \to 0} \iint H(s, z, y) L_{n-t}(x, z) \, dz \, d\mu(x) \, d\mu(y). \]

For any fixed \( s > 0 \) the heat kernel, \( H(s, z, y) \), is a continuous function. Also, \( z \mapsto L_t(x, z) \) is summable, thus the inner integral is a continuous function of \( y \).

As in Section 2 we let \( K_k \) denote the kernel is of the projection operator onto the eigenspace of the Laplacian corresponding to the eigenvalue \( -\lambda_k \).

An orthogonality argument shows that

\[ \int H(s, z, y) L_t(x, z) \, dz \]

can be presented by a uniformly convergent series, \( \sum c_j(t) e^{-s\lambda_j} K_j(x, y) \), with coefficients

\[ c_j(t) = \int \psi_t(u) e^{-u\lambda_j} \, du. \]

(4.1)

Note that \( c_j(t) \geq 0 \). Thus for any finite measure \( \mu \),

\[ \iint \left( \int H(s, z, y) L_t(x, z) \, dz \right) d\mu(x) \, d\mu(y) = \sum_j c_j(t) e^{-s\lambda_j} \|\mu_j\|^2. \]

(4.2)
This shows that the generalized energy is well defined. Indeed, as $c_j \geq 0$ we have

$$I_{n-t}^*(\mu) = \lim_{s \to 0} \sum_j c_j(t) e^{-s\lambda_j} \|\mu_j\|_2^2 = \sum_j c_j(t) \|\mu_j\|_2^2.$$ 

Moreover, the proof of Theorem 2.1 shows that this is equivalent to the classical Riesz $(n-t)$-energy when $\mu$ is a positive measure.

We should note that $I_t(\mu) < \infty$ does not imply $I_t(|\mu|) < \infty$, even in the classical case (see [10]). Even so, we will show that the energy of a signed measure can be used to obtain lower bounds on the Hausdorff dimension of the measure, as was noted in Proposition 2.7 for positive measures. Our methods are similar to those used for measures in Euclidean space in [10]. The main new ingredient is a variation of the Besicovitch covering lemma valid for compact Riemannian manifolds (Lemma 4.2 below).

**Lemma 4.1.** There is a positive integer $k(n)$ and real number $\Delta = \Delta(M) > 0$ such that if $a_1, \ldots, a_k$ belong to $M$ and $r_1, \ldots, r_k \in (0, \Delta)$ are given with

$$a_i \notin B(a_j, r_j) \quad \text{for } j \neq i, \quad \text{and} \quad \bigcap_{i=1}^k B(a_i, r_i) \neq \emptyset,$$

then $k \leq k(n)$.

**Proof.** Choose $k(n)$ so that there are no more than $k(n)$ vectors in $n$-dimensional Euclidean space, having interior angles greater than $\pi/4$ to each other.

Now consider a collection of balls as above and choose a point $O$ in the intersection. Since the manifold is complete there exists a segment $\sigma(O, a_i)$ connecting $O$ with the centre of each of the balls ([18, 5.7.2]). Since $O \in B(a_i, r_i)$ the length of the segment $\sigma(O, a_i)$ is no more than $r_i$. Similarly, there is a segment $\sigma(a_i, a_j)$ joining $a_i$ and $a_j$, and as each ball $B(a_k, r_k)$ does not contain any other’s centre, the length of this segment is greater than both $r_i$ and $r_j$. These segments give a triangle on the manifold.

As $M$ is compact and smooth we may assume the sectional curvature is bounded from below. Upon rescaling the metric we can assume the manifold has curvature at least $-1$. By [18, 11.2.1] there is a comparison triangle (i.e. with the same side lengths) in $S^n_{-1}$, the $n$-dimensional space of constant curvature $-1$. The law of cosines (see [18, 11.2.3]) states that any triangle in $S^n_{-1}$ with side lengths $a, b, c$ and angle $\alpha$ opposite $a$ satisfies

$$\cosh a = \cosh b \cosh c - 2 \sinh b \sinh c \cos \alpha.$$

It is easy to see that if $c \leq b \leq a$ then

$$\cos \alpha \leq 2e^c \cosh b/(e^c + 1)^2.$$

As the right side of the inequality tends to $1/2$ as $b, c \to 0$, it follows that for
sufficiently small triangles $\alpha \geq \pi/4$. By Toponogov’s Theorem ([18, 11.2.2]) the angles of the original triangle are larger than the angles of those of the comparison triangle and hence are also at least $\pi/4$. But these angles correspond to the angles between tangent vectors to the segments in the tangent space at the point $O$. Since there can be at most $k(n)$ such vectors, and each ball is associated with such a vector, $k \leq k(n)$. ■

Using this lemma one can derive the following variation of the Besicovitch covering lemma. Just imitate the proof found in [16, pp. 29–33], replacing Lemma 2.6 of that proof by the lemma above.

**Lemma 4.2.** Let $A \subseteq M$ and suppose $B$ is a family of closed balls of radii less than $\Delta$ such that each point of $A$ is the centre of some ball of $B$. There is a finite or countable collection of balls $B_i \in B$ which cover $A$ and every point of $M$ belongs to at most $k(n)$ balls.

What we will actually need is the following consequence of the covering lemma.

**Lemma 4.3.** Let $\mu_1$ and $\mu_2$ be two finite, positive, regular, mutually singular measures on $M$. For any constants $C, c, \varepsilon > 0$ there exists a Borel set $K = K(C, c, \varepsilon)$ such that $\mu_1(M \setminus K) < \varepsilon$ and $c\mu_1(B(\xi, \tau)) \geq C\mu_2(B(\xi, \tau))$ for all $\xi \in K$ and $\tau \leq \varrho = \varrho(\varepsilon)$.

**Proof.** As the measures are mutually singular we can choose two disjoint sets $A_1$ and $A_2$ such that $\mu_j(M \setminus A_j) = 0$ for $j = 1, 2$. Choose two compact sets $K_1$ and $K_2$ such that $K_j \subset A_j$ and $\mu_j(M \setminus K_j) < c'\varepsilon$, where the constant $c'$ depends on $c, C$ and $n$ and will be specified later. Let $\varrho = \min \left( \Delta, \frac{1}{2}\text{dist}(K_1, K_2) \right)$.

Let us denote by $K'$ the Borel set

$$K' = \{ \xi \in K_1 : c\mu_1(B(\xi, \tau)) < C\mu_2(B(\xi, \tau)) \text{ for some } \tau \leq \varrho \}.$$  

We wish to estimate $\mu_1(K')$. By definition, for each point $x \in K'$ there exists a ball $B_x$ centred at $x$ of radius less than $\Delta$ which does not intersect $K_2$ and for which $c\mu_1(B_x) < C\mu_2(B_x)$. By the version of the Besicovitch covering lemma proved above we can choose a covering $\{B_k\}$ of $K'$ by these balls, with the property that each point of $K'$ belongs to at most $k(n)$ balls. Then

$$\mu_1(K') \leq \sum \mu_1(B_k) \leq \sum c^{-1}C\mu_2(B_k) \leq c^{-1}Ck(n)\mu_2\left( \bigcup B_k \right).$$

Since the balls $B_k$ are disjoint from $K_2$ we obtain

$$\mu_1(K') \leq c^{-1}Ck(n)\mu_2(M \setminus K_2) < c^{-1}Ck(n)c'\varepsilon.$$  

If we choose $c' = \min(1/2, c/2Ck(n))$, then the set $K = K_1 \setminus K'$ satisfies the required conditions. ■

There is one additional technical result we need.
Lemma 4.4. Let $0 < t < n$. There exist constants $A, B$, depending only on the manifold and $t$, such that for any small $s > 0$ there is a positive, piecewise smooth, decreasing function $F_{s, t}$ satisfying

$$AF_{s, t}(d(x, y)) \leq \int L_{n-t}(x, z)B(s, z, y) \, dz \sim \int d(x, z)^{-t}H(s, z, y) \, dz \leq BF_{s, t}(d(x, y)).$$

**Proof.** The function which we will see works is

$$F_{s, t}(\tau) = \min \{\beta_1 s^{-t/2}, \beta_2 \tau^{-t}\}$$

for a suitable choice of $\beta_1, \beta_2$.

**Case 1:** $d(x, y) < \sqrt{s}$. Divide the area of integration into the ball $B(x, c\sqrt{s})$ and the remainder of the manifold. Since the volume of a small ball in $M$ is comparable to the volume of the corresponding ball in $\mathbb{R}^n$, Lemma 2.2 implies that inside $B(x, c\sqrt{s})$ the heat kernel can be estimated above and below by $cs^{-n/2}$ (for $s < 1$). Thus the integral is comparable to

$$(c\sqrt{s})^{-n} \int_{|y| \leq c\sqrt{s}} |y|^{-t} \, dy = c_1 s^{-t/2}.$$ 

Outside the ball the function $\cdot |^{-t}$ is dominated by $(c\sqrt{s})^{-t}$. Also, the integral of the heat kernel is less than the integral over the whole sphere, which is one. Thus the right side estimate is $Bs^{-t/2}$ and the left estimate is $As^{-t/2}$.

**Case 2:** $d(x, y) \geq \sqrt{s}$. We consider two balls: $B(x, d(x, y)/2)$ and $B(y, d(x, y)/2)$. For $z$ in the first ball the distance between $y$ and $z$ varies between $d(x, y)/2$ and $3d(x, y)/2$. Thus the heat kernel on the first ball can be estimated below and above (for short time) by $s^{-n/2}e^{-27d(x, y)^2/4s}$ and $s^{-n/2}e^{-d(x, y)^2/20s}$ respectively. Hence

$$Ae^{-27d(x, y)^2/4s} \left(\frac{d(x, y)^2}{s}\right)^{n/2} d(x, y)^{-t} \leq \int_{B(x, d(x, y)/2)} d(x, z)^{-t}H(s, z, y) \, dz \leq Be^{-d(x, y)^2/20s} \left(\frac{d(x, y)^2}{s}\right)^{n/2} d(x, y)^{-t}.$$ 

For $z$ in the second ball,

$$\frac{1}{2}d(x, y) \leq d(z, x) \leq \frac{3}{2}d(x, y),$$

and thus $L_{n-t}(x, z)$ is equivalent to $d(x, y)^{-t}$. As this ball contains the ball of radius $c\sqrt{s}$, on which the heat kernel is greater than $c_2 s^{-n/2}$, the integral of the heat kernel is at least $c_0$ and at most 1. Thus the integral of the product over the second ball is equivalent to $d(x, y)^{-t}$. The integral over
the rest of the space is positive and less than \((d(x, y)/2)^{-t}\), and therefore is inconsequential. To complete this case we simply remark that the functions

\[ e^{-d(x,y)^2/ks} \left( \frac{d(x,y)^2}{s} \right)^{n/2} d(x,y)^{-t} + d(x,y)^{-t}, \]

for any fixed \(k > 0\), are equivalent to \(d(x, y)^{-t}\) as \(d(x, y)^2 \geq s\).

It is clear that \(F_{s,t}\) is decreasing.  

We are now ready to prove the main result of this section.

**Theorem 4.5.** Suppose \(\mu\) is a non-zero signed measure on \(M\) and \(I^*_t(\mu) < \infty\). Then \(\dim_H(\mu) \geq t\).

**Proof.** To prove this we will approximate \(\mu_+\) and \(\mu_-\) in the strong sense by positive measures with finite \(t\)-energy. As the approximation is constructed in same way for \(\mu_+\) and \(\mu_-\), we give the proof only for \(\mu_+\).

Let \(K = K(C, c, \varepsilon)\) be the set given by Lemma 4.3 with the singular measures being \(\mu_+\) and \(\mu_-\) and with \(c = A/2, C = 2B\) (\(A, B\) as in Lemma 4.4) and arbitrary \(\varepsilon > 0\). Let \(\rho = \rho(\varepsilon)\). Denote \(\mu_+|_K\) by \(\mu_\rho\) and let \(\mu_r = \mu_+ - \mu_\rho\). For small \(s > 0\) let

\[ \theta(x,y) \equiv \theta_{s,t}(x,y) \equiv \int_M L_{n-t}(x,z)H(s,z,y)\,dz. \]

Since \(I^*_t(\mu) < \infty\), for \(s\) near zero there is some fixed number \(\Theta\) such that

\[ \Theta \geq \int \theta(x,y) \, d\mu(x) \, d\mu(y) \]

\[ = \int \theta(x,y) \left( d\mu_+(x)d\mu_+(y) + d\mu_-(x)d\mu_-(y) - 2d\mu_+(x)d\mu_-(y) \right) \]

\[ \geq \int \theta(x,y) \left( d\mu_\rho(x)d\mu_+(y) - 2d\mu_\rho(x)d\mu_-(y) \right) \]

\[ + \int \theta(x,y) \left( d\mu_r(x)d\mu_r(y) + d\mu_-(x)d\mu_-(y) - 2d\mu_r(x)d\mu_-(y) \right). \]

The final integral in the expression above is equal to

\[ \sum_j c_j e^{-s\lambda_j} \| (\mu_r - \mu_-)_j \|_2^2 \]

where we remind the reader that \(c_j = c_j(n-t)\) was defined in (4.1). As the coefficients \(c_j\) are non-negative, the final integral is non-negative. So

\[ \Theta \geq \int \theta(x,y) \left( d\mu_\rho(x)d\mu_+(y) - 2d\mu_\rho(x)d\mu_-(y) \right) \]

\[ = \int_{d(x,y) \geq \rho} \theta(x,y) \left( (d\mu_+(y) - 2d\mu_-(y))d\mu_\rho(x) \right) \]

\[ + \int_{d(x,y) < \rho} \theta(x,y) \left( d\mu_+(y) - 2d\mu_-(y) \right)d\mu_\rho(x). \]
The explicit formula for $F_{s,t}$ given in the proof of Lemma 4.4 shows that for small enough $s$ the integral over the region \( \{(x, y) : d(x, y) \geq \rho\} \) dominates
\[
\int_{d(x, y) \geq \rho} \theta(x, y) d\mu_+(y) d\mu_\rho(x) - 2B\beta_2 \|\mu_-\| \|\mu_\rho\| \rho^{-t}.
\]
The integral over \( \{(x, y) : d(x, y) < \rho\} \) can be estimated from below as follows: Lemma 4.4 again shows (writing $F$ for $F_{s,t}$)
\[
\int_{d(x, y) < \rho} \theta(x, y) (d\mu_+(y) - 2d\mu_-(y))
\geq A \int_{d(x, y) < \rho} F(d(x, y)) d\mu_+(y) - 2B \int_{d(x, y) < \rho} F(d(x, y)) d\mu_-(y).
\]
The definition of integral shows that the last expression equals
\[
(4.3) \quad A \left(F(\rho)\mu_+\{y : F(d(x, y)) > F(\rho)\} + \int_{F(\rho)}^\infty \mu_+\{F(d(x, y)) > \omega\} d\omega\right)
- 2B \left(F(\rho)\mu_-\{F(d(x, y)) > F(\rho)\} + \int_{F(\rho)}^\infty \mu_-\{F(d(x, y)) > \omega\} d\omega\right).
\]
Since $F$ is decreasing, the sets \( \{y : F(d(x, y)) > \omega\} \) for $\omega > F(\rho)$ are balls of radii less than $\rho$. Hence the choice of $K$ ensures that
\[
\frac{A}{2} \mu_+\{y : F(d(x, y)) > \omega\} \geq 2B\mu_-\{F(d(x, y)) > \omega\}
\]
for any $x \in K$. Thus for $\mu_\rho$-a.e. $x$ expression (4.3) dominates
\[
\frac{1}{2} A \left(F(\rho)\mu_+\{F(d(x, y)) > F(\rho)\} + \int_{F(\rho)}^\infty \mu_+\{F(d(x, y)) > \omega\} d\omega\right)
- \frac{1}{2} A \int_{d(x, y) < \rho} F(d(x, y)) d\mu_+(y) \geq \frac{1}{2} AB^{-1} \int_{d(x, y) < \rho} \theta(x, y) d\mu_+(y).
\]
Consequently,
\[
\int_{d(x, y) < \rho} \int_{d(x, y) < \rho} \theta(x, y) (d\mu_+(y) - 2d\mu_-(y)) d\mu_\rho(x)
\geq \frac{1}{2} AB^{-1} \int_{d(x, y) < \rho} \theta(x, y) d\mu_+(y) d\mu_\rho(x).
\]
As all the estimates are independent of $s$, and $d\mu_+ \geq d\mu_\rho$, these arguments imply
\[
\Theta \geq \frac{1}{2} AB^{-1} I_t^*(\mu_\rho) - 2B\beta_2 \|\mu_-\| \|\mu_\rho\| \rho^{-t},
\]
and consequently, \( I^*_\varepsilon(\mu_0) < \infty \). To conclude, note that by construction \( \mu_0 \to \mu_+ \) in the strong sense as \( \varepsilon \to 0 \).

5. **Refined Hausdorff and energy dimensions.** Many measures have Hausdorff dimension equal to the dimension of the manifold and yet are concentrated on sets which are small, in some sense. For instance, many Riesz product measures on the torus have dimension one but are singular to Lebesgue measure as they are concentrated on sets of Lebesgue measure zero.

In this section we study generalized Hausdorff measures and refined energy integrals based on the functions \( x^n|\log x|^s \) (with \( n \) equal to the dimension of the manifold), rather than the usual functions \( x^t \). These measures and integrals give rise to refined Hausdorff and energy co-dimensions which can be used to quantify the singularity of (some) measures of maximum Hausdorff dimension.

We will obtain formulas for the refined energy integrals analogous to (2.1). The finiteness of these refined energy integrals will be seen to give an upper bound on the corresponding refined Hausdorff co-dimensions.

5.1. **Definitions and basic properties of refined dimensions.** Suppose \( h : [0, \infty) \to [0, \infty] \) is a right continuous function which is increasing near zero and satisfies \( h(0) = 0 \). We define the \( h \)-Hausdorff measure of a Borel set \( E \) in a metric space \( X \) by (see [2], [20])

\[
h_\delta(E) = \inf \left\{ \sum h(\text{diam } U_j) : \bigcup U_j \supseteq F, \text{ diam } U_j \leq \delta \right\}
\]

and

\[
h(E) = \lim_{\delta \to 0} h_\delta(E).
\]

Of course, the special case when \( h(x) = x^t \) is the usual \( t \)-dimensional Hausdorff measure.

Similarly, we can define the \( h \)-energy of a finite, regular, Borel measure on \( X \) by

\[
I_h(\mu) = \iint \frac{d\mu(x) \, d\mu(y)}{h(d(x, y))}.
\]

When \( h(x) = x^t \) we simply write \( I_t(\mu) \) for the usual \( t \)-energy of \( \mu \).

It is natural to assume \( h \) satisfies the doubling condition, i.e., there is a constant \( C \) such that \( h(2r) \leq Ch(r) \) for all \( r > 0 \). Under this assumption the following relationships hold.

**Proposition 5.1.** Suppose \( \mu \) is a measure on \( X \) and \( F \subseteq X \) is a Borel set.
There is a constant $A$ such that if
\[ \limsup_{r \to 0} \mu(B(x, r))/h(2r) < c < \infty \]
for all $x \in F$, then $h(F) \geq A\mu(F)/c$.

(ii) Suppose $X = \mathbb{R}^n$. There is a constant $B$ such that if
\[ \limsup_{r \to 0} \mu(B(x, r))/h(2r) > c > 0 \]
for all $x \in F$, then $h(F) \leq B\mu(\mathbb{R}^n)/c$.

Proposition 5.2. If there exists a measure $\mu$ on $F \subseteq X$ such that $I_h(\mu) < \infty$, then $h(F) = 1$.

The proofs of both these results are analogous to those given in [5, p. 61] for $t$-dimensional Hausdorff measure and $t$-energy.

Now suppose the metric space $X$ is a compact manifold $M$. We will write $\% = \%_M$ for twice the diameter of $M$. As $M$ is compact, $\% < 1$.

Our main interest is in the special case when
\[ h_{n,s}(x) = x^n |\log(x/\%)|^s \quad \text{for } n = \dim M \text{ and } s \geq 0. \]
This function is continuous (defining $h(0) = 0$), increasing near zero and satisfies the doubling condition. The measures $h_{n,s}$ are clearly a refinement of $n$-dimensional Hausdorff measure. We will write $I_{n,s}$ for $I_{h_{n,s}}$.

For small $x$, $x^n |\log(x/\%)|^s$ increases as $s$ increases, thus (for fixed $n$) the measures $h_{n,s}(F)$ also increase as $s$ increases. It easily follows that if $s < t$ and $h_{n,t}(F) < \infty$, then $h_{n,s}(F) = 0$. Thus it seems natural to consider the functions $h_{n,s}(F)$ as measuring the co-dimension of $F$ and we define the fine $n$-Hausdorff co-dimension of a subset $E \subseteq M$ of Hausdorff dimension $n$ as
\[ \text{Fine}_n \dim_H(F) \equiv \sup\{s : h_{n,s}(F) = 0\} = \inf\{s : h_{n,s}(F) = \infty\}. \]
Recall (see [6, p. 171]) that the Hausdorff dimension of a measure $\mu$ on $M$ is defined by
\[ \dim_H(\mu) \equiv \inf\{\dim_H(F) : \mu(F) > 0\}. \]
For measures $\mu$ of Hausdorff dimension $n$, we define the fine $n$-Hausdorff co-dimension of $\mu$ as
\[ \text{Fine}_n \dim_H(\mu) \equiv \sup\{\text{Fine}_n \dim_H(F) : \mu(F) > 0\}. \]
The energy dimension of $\mu$ is given by
\[ \dim_e(\mu) \equiv \inf\{s : I_s(\mu) = \infty\} = \sup\{s : I_s(\mu) < \infty\}. \]
Analogously, we define the fine $n$-energy co-dimension by
\[ \text{Fine}_n \dim_e(\mu) \equiv \inf\{s : I_{n,s}(\mu) < \infty\} = \sup\{s : I_{n,s}(\mu) = \infty\}. \]
With this notation the propositions yield the following corollaries:
Corollary 5.3. (i) If \( \lim \sup_{r \to 0} \mu(B(x, r)) / h_{n,s}(2r) < c \) for all \( x \in F \subseteq X \), then the fine \( n \)-Hausdorff co-dimension of \( F \) is bounded above by \( s \).

(ii) If \( \lim \sup_{r \to 0} \mu(B(x, r)) / h_{n,s}(2r) > c > 0 \) for all \( x \in F \subseteq \mathbb{R}^n \), then the fine \( n \)-Hausdorff co-dimension of \( F \) is bounded below by \( s \).

Corollary 5.4. If there exists a measure \( \mu \) on \( F \) such that \( \nu_{n,s}(r) < 1 \), then \( \text{Fine}_n \dim_H(F) \leq s \). Consequently,

\[
\text{Fine}_n \dim_H(\mu) \leq \text{Fine}_n \dim_V(\mu).
\]

There is also a partial converse to this result.

Proposition 5.5. Suppose there exists a constant \( c \) and \( r_0 > 0 \) such that \( \mu(B(x, r)) \leq c h_{n,s}(r) \) for \( \mu \) a.e. \( x \) and \( r \leq r_0 \). Then \( I_{n,t}(\mu) < \infty \) for all \( t > s + 1 \).

Proof. Set \( \omega(r) = \mu(B(x, r)) \). Let

\[
\phi_t(y) = \int_{d(x,y) \leq r_0} \frac{d\mu(x)}{d(x, y)^n | \log(d(x, y)/\varrho)|^t} = \int_0^{r_0} r^{-n} | \log(r/\varrho)|^{-t} \, d\omega(r).
\]

Upon integrating by parts it follows that

\[
\phi_t(y) = r^{-n} | \log(r/\varrho)|^{-t} \omega(r)_{[0]}^{r_0} + \int_0^{r_0} \frac{n \omega(r)}{r^{n+1}} | \log(r/\varrho)|^{-t} \left(1 - \frac{t}{n} | \log(r/\varrho)|^{-1}\right) \, dr,
\]

and this is finite as \( t > s + 1 \). Since

\[
\int_{d(x,y) \geq r_0} \frac{d\mu(x) \, d\mu(y)}{d(x, y)^n | \log(d(x, y)/\varrho)|^t} = C(r_0) < \infty,
\]

it follows that for \( t > s + 1 \),

\[
I_{n,t}(\mu) \leq C(r_0) + \int \phi_t(y) \, d\mu(y) < \infty. \quad \blacklozenge
\]

5.2. The refined energy integral and its harmonic representation. Next, we show how to use formula (2.1) to obtain a similar formula for the refined energy integral. We continue to use the notation of Section 2.

Theorem 5.6. Let \( M \) be a connected, compact, Riemannian manifold of dimension \( n \). Suppose \( s > 1 \). There are constants \( A, B > 0 \), depending on \( M \) and \( n \), such that if \( \mu \) is any finite, regular, Borel measure on \( M \) with energy dimension \( n \) and \( \mu_k = P_k(\mu) \), then the refined energy integral, \( I_{n,s} \), satisfies

\[
AI_{n,s}(\mu) \leq \| \mu_0 \|_2^2 + \sum_{\lambda_k \neq 0} (\log |\lambda_k + 1|)^{1-s} \| \mu_k \|_2^2 \leq BI_{n,s}(\mu).
\]
Proof. We can rewrite the estimates of (2.1) (see Cor. 2.4), with different constants, in a form more useful for our arguments: for $0 < t < 1/2$,

$$A \int \int \frac{d\mu(x)\,d\mu(y)}{(d(x,y)/\varrho)^{n-t}} \leq \frac{1}{t} \left( \|\mu_0\|_2^2 + \sum_{\lambda_k \neq 0} (\lambda_k + 1)^{-t/2}\|\mu_k\|_2^2 \right)$$

$$\leq B \int \int \frac{d\mu(x)\,d\mu(y)}{(d(x,y)/\varrho)^{n-t}}.$$ 

Multiply through by $t^\alpha$ with $\alpha = s - 1$ and integrate over $t \in [0, 1/2]$. After invoking Fubini’s theorem and changing variables, the inner integral (for the two outside terms in the inequality) simplifies to

$$\int_0^{1/2} \frac{\varrho^{n-t}t^\alpha}{d(x,y)^{n-t}} \, dt = \frac{\varrho^n}{d(x,y)^n} \int_0^{1/2} t^\alpha \left( \frac{d(x,y)}{\varrho} \right)^t \, dt$$

$$= \frac{\varrho^n}{d(x,y)^n|\log(d(x,y)/\varrho)|^{\alpha+1}} \int_0^{1/2} \tau^\alpha e^{-\tau} \, d\tau.$$ 

Since $2d(x,y) \leq \varrho < \infty$, $|\log(d(x,y)/\varrho)|$ is finite and bounded away from zero. Hence

$$\int_0^{1/2} \frac{\varrho^{n-t}t^\alpha}{d(x,y)^{n-t}} \, dt \sim \frac{\varrho^n}{d(x,y)^n|\log(d(x,y)/\varrho)|^{\alpha+1}}.$$ 

As the eigenvalues of the Laplacian are discrete there is some $C > 1$ such that $\log(\lambda_k + 1) \geq \log C$ for all $\lambda_k \neq 0$. Thus

$$\int_0^{1/2} t^{\alpha-1}(\lambda_k + 1)^{-t/2} \, dt = \frac{2}{(\log(\lambda_k + 1))^{\alpha}} \int_0^{1/2} \tau^{\alpha-1} e^{-\tau} \, d\tau$$

$$\sim \frac{2}{(\log(\lambda_k + 1))^{\alpha}}.$$ 

Of course, $\int_0^{1/2} t^{\alpha-1} \, dt = O(1/\alpha)$. Together these estimates give

$$A_1 \int \int \frac{d\mu(x)\,d\mu(y)}{d(x,y)^n|\log(d(x,y)/\varrho)|^{s}} \leq \|\mu_0\|_2^2 + \sum_{\lambda_k \neq 0} (\log |\lambda_k + 1|)^{1-s}\|\mu_k\|_2^2$$

$$\leq B_1 \int \int \frac{d\mu(x)\,d\mu(y)}{d(x,y)^n|\log(d(x,y)/\varrho)|^{s}},$$ 

which is the desired result. ■

If we apply these results to the specific case of measures on an $n$-dimensional torus or sphere, then we obtain the following corollaries.
Corollary 5.7. (i) If $\mu$ is any measure on $\mathbb{T}^n$ of Hausdorff dimension $n$, then

$$I_{n,s}(\mu) \sim |\hat{\mu}(0)|^2 + \sum_{k \in \mathbb{Z}^n \setminus \{0\}} (\log(|k| + 1))^{1-s}|\hat{\mu}(k)|^2.$$ 

(ii) If $\mu$ is any measure on $\mathbb{S}^n$, the unit sphere in $\mathbb{R}^{n+1}$, then

$$I_{n,s}(\mu) \sim \|\mu_0\|_2^2 + \sum_{k=1}^{\infty} (\log |k| + 1)^{1-s}\|\mu_k\|_2^2$$

where $\mu_k$ denotes the projection of $\mu$ onto the space of spherical harmonics of degree $k$.

6. Refined dimension of Riesz products on the torus. A sequence $\{\gamma_k\} \subseteq \mathbb{Z}^n$ is called dissociate if for any positive integer $N$,

$$\sum_{k=1}^{N} \varepsilon_k \gamma_k = 0 \text{ for } \varepsilon_k = 0, \pm 1, \pm 2 \text{ implies } \varepsilon_k = 0 \text{ for all } k.$$

A lacunary sequence $\{n_k\}$ of positive integers with $n_{k+1}/n_k \geq 3$ is an example of a dissociate sequence in $\mathbb{Z}$.

Given a dissociate sequence $\{\gamma_k\}$ and a sequence $\{a_k\}$ of complex numbers satisfying $\sup_k |a_k| \leq 1$, we define trigonometric polynomials $P_k(x) = \prod_{j=1}^{n} (1 + \Re a_j e^{i\pi \gamma_j \cdot x})$ for $x \in \mathbb{T}^n$. By a Riesz product measure

$$\mu_{\{a_j\}} \equiv \prod_{j=1}^{\infty} (1 + \Re a_j e^{i\pi \gamma_j \cdot x})$$

we mean the weak* limit of the measures $P_k(x)dx$ on $\mathbb{T}^n$.

6.1. Refined Hausdorff co-dimension. Estimates of the Hausdorff dimension of Riesz products on $\mathbb{T}$ were first obtained by Peyrière in [19] using probabilistic ideas. He proved that if $\sup_k |a_k| < 1$, $n_{k+1}/n_k \in \mathbb{Z}$ and $n_{k+1}/n_k \geq 3$, then the Hausdorff dimension of the Riesz product measure $\mu_{\{a_j\}} = \prod_{j=1}^{\infty} (1 + \Re a_j e^{i\pi \gamma_j \cdot x})$ satisfies

$$1 - \lim_{k \to \infty} \left( \frac{\int P_k d\mu_{\{a_j\}}}{\log n_{k+1}} \right) \geq \dim_H(\mu_{\{a_j\}}) \geq 1 - \lim_{k \to \infty} \left( \frac{\int P_k d\mu_{\{a_j\}}}{\log n_k} \right)$$

([19, 2.8]). This implies that the Hausdorff dimension of the Riesz product $\mu_{\{a_j\}}$ is bounded below by

$$1 - \lim_{k \to \infty} \left( \sum_{j=1}^{k} |a_j|/\log n_k \right),$$

(6.1)
and when the coefficients are small in modulus it is bounded above by approximately

\[ 1 - \liminf_{k \to \infty} \left( \frac{1}{4} \sum_{j=1}^{k} |a_j|^2 / \log n_k \right). \]

Of course, if \(|a_k| \to 0\) or \(n_k \to \infty\) sufficiently quickly, then the Hausdorff dimension of \(\mu_{\{a_j\}}\) is 1, even though \(\mu_{\{a_j\}}\) is a singular measure unless \(\{a_j\} \in l^2\). This is true, for example, if \(k/\log n_k \to 0\) or \(n_{k+1}/n_k \to \infty\). For such measures the refined Hausdorff co-dimension is of interest and for certain of these measures there is an analogue of Peyrière’s result.

**PROPOSITION 6.1.** Suppose \(\sup_k |a_k| < 1, n_{k+1}/n_k \in \mathbb{Z}, \sum (\log \log n_k)^{-2} < \infty\). Let \(\mu = \mu_{\{a_j\}}\) be the Riesz product \(\mu = \prod_{j=1}^{\infty} (1 + \text{Re} a_j e^{i\pi n_j x})\). Then the refined Hausdorff co-dimension of \(\mu\) satisfies

\[ \liminf_{k \to \infty} \left( \frac{\log P_k d\mu_{\{a_j\}}} {\log \log n_{k+1}} \right) \leq \text{Fine}_1 \dim_H(\mu_{\{a_j\}}) \leq \limsup_{k \to \infty} \left( \frac{\log P_k d\mu_{\{a_j\}}} {\log \log n_k} \right). \]

*Proof.* Set

\[ s_0 = \liminf_{k \to \infty} \left( \frac{\int \log P_k d\mu_{\{a_j\}}} {\log \log n_{k+1}} \right), \quad t_0 = \limsup_{k \to \infty} \left( \frac{\int \log P_k d\mu_{\{a_j\}}} {\log \log n_k} \right). \]

Proposition 2.5 of [19] shows that under the assumption \(\sum (\log \log n_k)^{-2} < \infty\), the series

\[ \sum (\log \log n_k)^{-1} \left( \log(1 + \text{Re}(a_k e^{i\pi n_k x})) - \log(1 + \text{Re}(a_k e^{i\pi n_k t})) \right) d\mu \]

converges for \(\mu\)-a.e. \(x\). By Kronecker’s lemma ([17, p. 147])

\[ (\log \log n_k)^{-1} \left( \log P_k(x) - \int \log P_k(t) d\mu \right) = \gamma_k(x) \]

where \(\gamma_k(x)\) tends to zero for a.e. \(x\).

Choose an interval \(I\) whose length satisfies \(2/n_{k+1} \leq |I| \leq 1/n_k\). It is easy to see that if \(x, t \in I\) then

\[ |\log P_k(t) - \log P_k(x)| \leq c \]

where \(c\) is a constant depending on the sequence \(\{a_j\}\). If we let \(\mu_k\) denote the Riesz product \(\prod_{j=k+1}^{\infty} (1 + \text{Re} a_j e^{i\pi n_j x})\), then \(\mu(I) = \int_I P_k(t) d\mu_k\) and therefore is comparable to \(P_k(x)\mu_k(I)\). Peyrière shows that \(\mu_k(I)\) is comparable to \(|I|\) so that \(\mu(I)/|I| \sim P_k(x)\). Therefore, for a suitable constant \(C\),

\[ \frac{\log P_k(x) - \log C} {\log \log n_k} \leq \frac{\log(\mu(I)/|I|)} {\log \log n_k} \leq \frac{\log P_k(x) + \log C} {\log \log n_k}. \]

But

\[ \frac{\log P_k(x)} {\log \log n_k} = \gamma_k(x) + \frac{\int \log P_k d\mu} {\log \log n_k} \]
and
\[ \log \log(n_{k+1}/2) \geq \log \left| \log |I| \right| \geq \log \log n_k. \]
Thus if \( \varepsilon > 0 \) and \( |I| \) is sufficiently small, then
\[ t_0 - \varepsilon \leq \frac{\log(\mu(I)/|I|)}{\log |I|} \leq s_0 + \varepsilon. \]
It follows that for all suitably small intervals,
\[ \frac{\mu(I)}{|I| \log |I|^{s_0+\varepsilon}} \leq 1 \quad \text{and} \quad \frac{\mu(I)}{|I| \log |I|^{t_0-\varepsilon}} \geq 1. \]
The bounds on the refined 1-Hausdorff co-dimension of \( \mu \) follow from Corollary 5.3.

Some of the work of Peyrière was improved by Brown et al. in [1] and Fan in [7], but significant restrictions on the dissociate set were still required. More recently, the lower bound (6.1) was improved in [8] by using the formula relating energy and the Fourier transform. It was shown there that if \( \{n_j\} \) is any dissociate set of increasing, positive integers satisfying \( \sup n_k^{-1} \sum_{j=1}^{k-1} n_j < 1 \), then the energy dimension of \( \mu_{\{a_j\}} = \prod_{j=1}^{\infty} (1 + \Re a_j e^{i\pi n_j x}) \) is equal to \( 1 - \alpha_0 \) where
\[ \alpha_0 = \max \left( \limsup_{k \to \infty} \left( \frac{2 \log |a_k| + \sum_{j=1}^{k-1} \log(1 + |a_j|^2/2)}{\log n_k} \right), 0 \right), \]
and the Hausdorff dimension is bounded below by
\[ \dim_H(\mu_{\{a_j\}}) \geq 1 - \limsup_{k \to \infty} \left( \frac{1}{2} \sum_{j=1}^{k} |a_j|^2/\log n_k \right). \]
This too extends to the refined dimensions.

**Proposition 6.2.** Suppose \( \{n_j\} \) is a dissociate set of increasing, positive integers and assume \( \sup n_k^{-1} \sum_{j=1}^{k-1} n_j < 1 \). Let \( \{a_k\} \subseteq \mathbb{C} \), \( |a_k| \leq 1 \) and suppose the Riesz product \( \mu = \prod_{j=1}^{\infty} (1 + \Re a_j e^{i\pi n_j x}) \) has energy dimension one. For \( s > 1 \),
\[ I_{1,s}(\mu) \sim \sum_{k=1}^{\infty} (\log n_k)^{1-s} \left( \frac{|a_k|^2}{2} \prod_{j=1}^{k-1} \left( 1 + \frac{|a_j|^2}{2} \right) \right). \]

**Proof.** To calculate the energy of \( \mu \) we should observe that if
\[ n \in \Gamma_k \equiv \left\{ \pm n_k + \sum_{j=1}^{k-1} \varepsilon_j n_j : \varepsilon_j = 0, \pm 1 \right\}, \]
then

\[ |\hat{\mu}(n)| = \frac{|a_k|}{2} \prod_{j : \varepsilon_j \neq 0} \frac{|a_j|}{2} \]

(where the empty product is one). Furthermore, if \( n \in \Gamma_k \) then \( |n| \sim n_k \).

Thus

\[ \sum_{n \in \Gamma_k} (\log(n + 1))^{1-s} |\hat{\mu}(n)|^2 \sim (\log n_k)^{1-s} \frac{|a_k|^2}{2} \prod_{j=1}^{k-1} \left( 1 + \frac{|a_j|^2}{2} \right), \]

and therefore, provided \( s > 1 \),

\[ I_{1,s}(\mu) \sim 1 + \sum_{k=1}^{\infty} (\log n_k)^{1-s} \frac{|a_k|^2}{2} \prod_{j=1}^{k-1} \left( 1 + \frac{|a_j|^2}{2} \right). \]

(6.2)

Let us define

\[ \alpha_0 \equiv \limsup_{k \to \infty} \left( \frac{2 \log |a_k| + \sum_{j=1}^{k-1} \log(1 + |a_j|^2/2)}{\log \log n_k} \right). \]

**Corollary 6.3.** Suppose \( \alpha_0 > 0 \). Then \( \text{Fine}_1 \dim_e(\mu) \geq 1 + \alpha_0 \). If we assume, in addition, that \( k/\log\log(n_k) \) is bounded, then

\[ \text{Fine}_1 \dim_H(\mu_{\{a_j\}}) \leq \text{Fine}_1 \dim_e(\mu) = 1 + \alpha_0 \]

\[ \leq 1 + \limsup_{k \to \infty} \left( \frac{1}{2} \sum_{j=1}^{k} |a_j|^2/\log \log n_k \right). \]

**Proof.** Clearly, the sum on the right hand side of (6.2) is infinite if infinitely many of the summands are at least one. This occurs if

\[ (1 - s) \log \log n_k + \log \frac{|a_k|^2}{2} + \sum_{j=1}^{k-1} \log \left( 1 + \frac{|a_j|^2}{2} \right) \geq 0 \]

for infinitely many \( k \). If \( s < 1 + \alpha_0 \), then this is certainly true and therefore \( I_{1,s}(\mu) = \infty \) for all \( s < 1 + \alpha_0 \).

Conversely, the sum in (6.2) is finite if there is some \( A < 1 \) such that for all but finitely many \( k \),

\[ (\log n_k)^{1-s} \frac{|a_k|^2}{2} \prod_{j=1}^{k-1} \left( 1 + \frac{|a_j|^2}{2} \right) \leq A^k \]

or, equivalently,

\[ s - 1 \geq \frac{\log(|a_k|^2/2) + \sum_{j=1}^{k-1} \log(1 + |a_j|^2/2) + k |\log A|}{\log \log n_k}. \]
If we assume $k/\log \log n_k$ is bounded, then this occurs provided

$$s - 1 \geq \limsup_k \left( \frac{\log(|a_k|^2/2) + \sum_{j=1}^{k-1} \log(1 + |a_j|^2/2)}{\log \log n_k} + c|\log A| \right)$$

for some $A < 1$. If $s > 1 + \alpha_0$ we can achieve this by choosing $A$ suitably close to one.

To complete the argument just note that $\log(1 + x) \leq x$ for $x > 0$. □

**Corollary 6.4.** Let $\mu = \prod_{j=1}^{\infty} (1 + \cos 3^j x)$. Then $\text{Fine}_1 \dim_\phi(\mu) = 2 - \ln 2/\ln 3$.

**Remark 6.1.** Similar results can obviously be proved for Riesz products

$$\prod_{j=1}^{\infty} (1 + \text{Re} a_j e^{i\pi \gamma_j \cdot x})$$

in $\mathbb{T}^n$ where $\{\gamma_j\} \subseteq \mathbb{Z}^n$ is dissociate and satisfies $\sum_{j=1}^{k-1} |\gamma_j| \leq c|\gamma_k|$ for some $c < 1$. 
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