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Abstract. We prove an analogue of Y. Meyer’s wavelet characterization of the Hardy space $H^1(\mathbb{R}^n)$ for the space $H^1(\mathbb{R}^n, X)$ of $X$-valued functions. Here $X$ is a Banach space with the UMD property. The proof uses results of T. Figiel on generalized Calderón–Zygmund operators on Bochner spaces and some new local estimates.

1. Introduction. One of the main aspects of the theory of Hardy spaces is the equivalence of their various definitions. In the real-variable theory, one finds (at least) four major types of characterizations of $H^1$: integrability of maximal functions, integrability of square functions, integrability of conjugate functions (the Hilbert transform, or its variants), and atomic decompositions. In the present paper, we contribute to this theory by establishing a number of characterizations of the square function type for the Hardy space $H^1(\mathbb{R}^n, X)$ of Banach-space-valued functions, which is initially defined in terms of the atomic decomposition as follows:

We say that $f \in H^1(\mathbb{R}^n, X)$ if $f \in L^1(\mathbb{R}^n, X)$ has an expansion

$$f(x) = \sum_{i=1}^{\infty} a_i(x), \quad \text{supp } a_i \subset \overline{B}_i, \quad \left\{a_i(x) \, dx = 0, \right.$$

where the $\overline{B}_i$ are balls in $\mathbb{R}^n$, and we have

$$\sum_{i=1}^{\infty} \|a_i\|_{L^p(\mathbb{R}^n, X)} |\overline{B}_i|^{1/p'} < \infty, \quad (1.1)$$

where $p \in ]1, \infty[$ is fixed, and $p'$ denotes the conjugate exponent, $1/p + 1/p' = 1$. The norm $\|f\|_{H^1(\mathbb{R}^n, X)}$ is defined as the infimum of the values (1.1) taken over all such decompositions. Its numerical value depends on the choice of $p \in ]1, \infty[$, but it is well known that each $p \in ]1, \infty[$ (actually also $p = \infty$) gives the same space $H^1(\mathbb{R}^n, X)$ with an equivalent norm (cf. [16] for a treatment in the vector-valued setting).
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Let us note that this atomic definition of $H^1(\mathbb{R}^n, X)$ is known to agree with one given in terms of various maximal functions, even for an arbitrary Banach space $X$. Actually one can check that the proof of this fact in the scalar case, as given e.g. in E. M. Stein’s book [21], goes through word for word in the general setting. For $n = 1$, the “conjugate Hardy space”, defined as the domain of the Hilbert transform on $L^1(\mathbb{R}, X)$ with the graph norm, is always (i.e., without any conditions on the Banach space $X$) contained in the atomic Hardy space, and agrees with it exactly when $X$ is a UMD space. (See the papers of Ō. Blasco [1], J. Bourgain [3] and D. L. Burkholder [5] in this connection.) None of these results, however, will play a rôle in the proof of our main characterization theorem, but we always work with the atomic definition.

The square function description of $H^1(\mathbb{R}^n, X)$ that we have in mind involves the wavelet expansion of a function, and extends Y. Meyer’s [18] characterization of $H^1(\mathbb{R}^n)$. Recall (cf. [18] for more details) that a wavelet basis of $L^2(\mathbb{R}^n)$ is a complete orthonormal system $(\psi_\lambda)_{\lambda \in \Lambda}$, where $\Lambda$ is the set of dyadic $n$-vectors of the form $\lambda = k2^{-j} + \eta2^{-j-1}$ ($j \in \mathbb{Z}$, $k \in \mathbb{Z}^n$, $\eta \in \{0, 1\}^n \setminus \{0\}$), and $\psi_\lambda(x) = 2^{jn/2}\psi^n(2^jx - k)$, where $\psi^n \in L^2(\mathbb{R}^n)$, $\eta \in \{0, 1\}^n \setminus \{0\}$, are the $2^n - 1$ mother wavelets. The basis is called r-regular if $|\partial^\alpha \psi^n(x)| \leq C_m(1 + |x|)^{-m}$ and $\int x^\alpha \psi^n(x) \, dx = 0$ for all $|\alpha| \leq r$, all $m \in \mathbb{N}$ and all $\eta \in \{0, 1\}^n \setminus \{0\}$. Meyer’s theorem is the following:

1.2. Theorem ([18]). Let $(\psi_\lambda)_{\lambda \in \Lambda}$ be a 1-regular wavelet basis of $L^2(\mathbb{R}^n)$. The following conditions are equivalent for the distribution $f(x) = \sum_{\lambda \in \Lambda} \alpha_\lambda \psi_\lambda(x)$:

\[ f \in H^1(\mathbb{R}^n), \]
\[ \sup_{F \subset \Lambda} \sup_{\varepsilon \in \{\pm 1\}^F} \left\| \sum_{\lambda \in F} \varepsilon_\lambda \alpha_\lambda \psi_\lambda(\cdot) \right\|_{L^1(\mathbb{R}^n)} < \infty, \]
\[ \left( \sum_{\lambda \in \Lambda} |\alpha_\lambda|^2 |\psi_\lambda(\cdot)|^2 \right)^{1/2} \in L^1(\mathbb{R}^n), \]
\[ \left( \sum_{\lambda \in \Lambda} |\alpha_\lambda|^2 |Q(\lambda)|^{-1} 1_{Q(\lambda)}(\cdot) \right)^{1/2} \in L^1(\mathbb{R}^n), \]
\[ \left( \sum_{\lambda \in \Lambda} |\alpha(\lambda)|^2 |Q(\lambda)|^{-1} 1_{R(\lambda)}(\cdot) \right)^{1/2} \in L^1(\mathbb{R}^n), \]

where

- the first supremum in (1.4) is taken over all finite subsets $F$ of $\Lambda$,
- $Q(\lambda) := 2^{-j}([0, 1|^n| + k)$ for $\lambda = k2^{-j} + \eta2^{-j-1}$,
- $R(\lambda) := 2^{-j}(A^n + k)$, where $A^n$ is any non-degenerate cube.
For historical reflection, we note that Meyer’s theorem was preceded by a similar characterization using spline bases of order \( r \geq 2 \) obtained by S.-Y. A. Chang and Z. Ciesielski [7]. Moreover, the direction from the square function estimates to the atomic decomposition in Meyer’s proof is a variant of ideas that already appeared in similar situations in a number of earlier works, apparently for the first time in A. P. Calderón’s treatment of “parabolic” \( H^p \) spaces [6], and then in the papers of Chang and R. Fefferman [8, 9].

Theorem 1.2 can also be viewed as a wavelet analogue of B. Davis’ inequality for martingales [11], as both assert that the \( L^1 \) norm of a certain square function gives an equivalent norm on \( H^1 \). In fact, if we could, for \( n = 1 \), take our wavelet basis to be the Haar system on \( L^2(\mathbb{R}) \), then the function appearing in (1.5), as well as that in (1.6), would be the martingale square function of \( f \) with respect to the dyadic filtration of the real line. However, the Haar system, although a wavelet basis, is not 1-regular, and actually the square function condition just described does not characterize the membership of \( f \) in \( H^1(\mathbb{R}) \) but in the smaller dyadic Hardy space, which indeed coincides with the martingale Hardy space related to the dyadic filtration (cf. [18]). Thus, while the results are analogous, they do not cover each other.

It is the martingale Hardy space that seems to have been more intensively studied in the vector-valued context, which is rather natural since the fundamental UMD condition—which one typically needs to impose on the Banach space \( X \) in order to have some deeper-lying analytic results—is itself stated in terms of martingales. Recall that a Banach space \( X \) is UMD if for some (and then all, cf. [5]) \( 1 < p < \infty \) there is a finite constant \( C \) so that

\[
(1.8) \quad \left\| \sum_{k=1}^{n} \epsilon_k d_k \right\|_{L^p(\Omega, X)} \leq C \left\| \sum_{k=1}^{n} d_k \right\|_{L^p(\Omega, X)}
\]

for all \( n \in \mathbb{Z}_+ \), whenever \( (\epsilon_k)_{k=1}^{n} \in \{-1, +1\}^n \) and \( (d_k)_{k=1}^{n} \in L^p(\Omega, X)^n \) is a martingale difference sequence on an arbitrary probability space \( (\Omega, \mathcal{A}, \mu) \) (i.e., there are sub-\( \sigma \)-algebras \( \mathcal{A}_0 \subset \mathcal{A}_1 \subset \cdots \subset \mathcal{A}_n \subset \mathcal{A} \) such that for all \( k = 1, \ldots, n \), the function \( d_k \) is \( \mathcal{A}_k \)-measurable and \( \int_{A} d_k d\mu = 0 \) for all \( A \in \mathcal{A}_{k-1} \)). P. F. X. Müller and G. Schechtman [20] have extended Davis’ inequality, with the square function rewritten in terms of a Rademacher average, to the UMD-space-valued \( H^1 \).

Other vector-valued results closely related to the present investigation are due to T. Figiel [13]. He established the unconditionality of wavelet decompositions in \( L^p(\mathbb{R}^n, X) \) when \( X \) is a UMD space and \( 1 < p < \infty \). While the result itself does not involve martingales, its proof is based on martingale techniques, and in particular on the unconditionality of the Haar system on \( L^p(\mathbb{R}^n, X) \). This is an easy consequence of the UMD inequality, as the Haar functions (with \( X \)-valued coefficients) on \([0, 1]\), in their natural
ordering, constitute a martingale difference sequence for which (1.8) applies; the resulting estimate is readily transferred to the Haar system on $\mathbb{R}^n$. Let us also recall a theorem of B. Maurey [17], which asserts that the validity of (1.8) for this particular choice already implies the full UMD condition.

A similar approach based on the defining inequality (1.8) of UMD spaces does not seem available in the case of our interest, because of the already mentioned reason that the Haar system does not span the full $H^1(\mathbb{R}^n, X)$ space but only its dyadic analogue. On the contrary, we will be concerned with the Calderón–Zygmund-theoretic properties of UMD spaces, which were revealed by the works of D. L. Burkholder [4], J. Bourgain [3] and T. Figiel [14] in the 80’s: They established the $L^p(\mathbb{R}^n, X)$-boundedness, respectively, of the Hilbert transform, of all singular convolution operators with a standard kernel, and finally of generalized Calderón–Zygmund operators as in the $T(1)$ theorem of G. David and J.-L. Journé [10]. Conversely, Bourgain also showed that the Hilbert transform boundedness again implies the UMD condition (1.8).

We now come to the statement of our main theorem. As in Müller and Schechtman’s formulation of the UMD-valued Davis’s inequality, and in many other results of analysis of vector-valued functions, we replace the square functions in (1.5) through (1.7) by Rademacher averages. We denote by $\varepsilon_\lambda$ independent random variables on some probability space $\Omega$ with distribution $P(\varepsilon_\lambda = +1) = P(\varepsilon_\lambda = -1) = 1/2$. $E_\varepsilon$ denotes the corresponding expectation. Then we have:

1.9. THEOREM. Let $X$ be a UMD space, let $(\psi_\lambda)_{\lambda \in A}$ be a 1-regular wavelet basis of $L^2(\mathbb{R}^n)$, and $\alpha \in X^A$. The following conditions are equivalent for the $X$-valued distribution $f(x) = \sum_{\lambda \in A} \alpha_\lambda \psi_\lambda(x)$:

\begin{align}
&f \in H^1(\mathbb{R}^n, X), \\
&\sup_{F \subset A, \varepsilon \in \{\pm 1\}^A} \sup_{\lambda \in F} \left\| \sum_{\lambda \in F} \varepsilon_\lambda \alpha_\lambda \psi_\lambda(\cdot) \right\|_{L^1(\mathbb{R}^n, X)} < \infty, \\
&\int_{\mathbb{R}^n} E_\varepsilon \left( \sum_{\lambda \in A} \varepsilon_\lambda \alpha_\lambda \psi_\lambda(x) \right) dx < \infty, \\
&\int_{\mathbb{R}^n} E_\varepsilon \left( \sum_{\lambda \in A} \varepsilon_\lambda \alpha_\lambda |Q(\lambda)|^{-1/2} 1_{Q(\lambda)}(x) \right) dx < \infty, \\
&\int_{\mathbb{R}^n} E_\varepsilon \left( \sum_{\lambda \in A} \varepsilon_\lambda \alpha_\lambda |Q(\lambda)|^{-1/2} 1_{R(\lambda)}(x) \right) dx < \infty,
\end{align}

where $F$, $\lambda$, $Q(\lambda)$ and $R(\lambda) = 2^{-j} (A^n + k)$ have the same meaning as in Theorem 1.2. Moreover, the expressions (1.11) through (1.14) define equivalent norms on $H^1(\mathbb{R}^n, X)$. Consequently, the wavelet series of $f$ converges unconditionally to $f$ in the $H^1(\mathbb{R}^n, X)$ norm.
Note that the condition (1.14) \textit{a priori} depends on the choice of the cubes \( A^n \) defining the \( R(\lambda)'s \). However, the proof will show that the validity of this condition for any one choice of the \( A^n \)'s already implies it for all possible choices. Also recall that (1.10) has an implicit dependence on the exponent \( p \in ]1, \infty[ \) appearing in the definition of \( H^1(\mathbb{R}^n, X) \), but no such dependence is present in the other four conditions. Thus, as a by-product, we also obtain a new proof of the \( p \)-independence of the atomic definition of \( H^1(\mathbb{R}^n, X) \) when \( X \) is a UMD space.

To simplify the proof of Theorem 1.9 to be given in the following sections, note that it suffices to establish the equivalence of the different norms in the case of \( (\alpha_\lambda)_{\lambda \in A} \) finitely non-zero. The general case then follows by standard methods, using the density in \( H^1(\mathbb{R}^n, X) \) of such functions.

The paper is organized as follows: In Sec. 2 we show that (1.10) implies the other conditions; the main arguments here are based on Figiel's T1 theorem [14]. The reverse direction, which consists of constructing an atomic decomposition for a function \( f \) satisfying a randomized "square-function" estimate, is given in Sec. 3 and involves some new local estimates. We conclude with a discussion of the vector-valued BMO space and its duality with \( H^1 \) in Sec. 4.

1.15. Remark. The validity of Theorem 1.9 on \( H^1(\mathbb{R}, X) \) actually characterizes the UMD property of \( X \). Indeed, let \( X \) be any complex Banach space and let the conclusions of Theorem 1.9 be satisfied. Let \( (\psi_\lambda)_{\lambda \in A} \) be the Littlewood–Paley wavelet basis of Meyer [18]. Since \( \hat{\psi}_\lambda \in \mathcal{D}(\mathbb{R}) \) is supported away from the origin (where the multiplier of the Hilbert transform has a discontinuity), and since the Hilbert transform is an isometry on \( L^2(\mathbb{R}) \), it follows that \( (H\psi_\lambda)_{\lambda \in A} \), too, is an infinitely regular wavelet basis of \( L^2(\mathbb{R}) \).

But then, according to our assumption, the \( H^1(\mathbb{R}, X) \) norms of both \( f(x) = \sum \alpha_\lambda \psi_\lambda(x) \) and \( Hf(x) = \sum \alpha_\lambda H\psi_\lambda(x) \) are comparable (with constants independent of \( f \)) to the quantity (1.13). In particular, \( \| Hf \|_{H^1(\mathbb{R}, X)} \leq C \| f \|_{H^1(\mathbb{R}, X)} \), and so \( H \) is bounded on \( H^1(\mathbb{R}, X) \). This is equivalent to its \( L^p(\mathbb{R}, X) \)-boundedness (a result due to Blasco [1]), and thus to the UMD property of \( X \). Since Blasco’s proof is given in the slightly different periodic setting, let us briefly indicate the argument for the present case: For an operator with a standard kernel, the \( H^1(\mathbb{R}, X) \)-boundedness implies boundedness from \( L^p_0(\mathbb{R}, X) \) [compactly supported \( L^\infty \) functions with vanishing integral, equipped with the norm of \( L^\infty(\mathbb{R}, X) \)] to \( \text{BMO}(\mathbb{R}, X) \). See [16, p. 49] for an argument valid in the vector-valued setting. Then we just use interpolation; again cf. [16].
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2. Implications using Calderón–Zygmund operators. In proving Theorem 1.9, we will need to apply several transformations of the wavelet series. All these transformations will have the generic form of an integral operator

\[ Tf(x) = \int_{\mathbb{R}^n} k(x, y)f(y) \, dy, \]

where the kernel \( k \) is actually bounded and integrable. What is important is to obtain appropriate uniform bounds for operator norms of different operators \( T \) of this kind.

T. Figiel [14] has generalized the famous \( T1 \) theorem of G. David and J.-L. Journé to the setting of \( X \)-valued \( L^p \) spaces. (See also [15], where an intermediate estimate omitted in [14] is proved in detail.) A rather general formulation of this result is given in [14]; for our purposes, the following version is sufficient:

2.1. PROPOSITION ([14]). Let \( k(x, y) \in L^1(\mathbb{R}^n \times \mathbb{R}^n) \) satisfy the standard estimates

\[ |k(x, y)| \leq \kappa |x - y|^{-n}, \quad |\nabla_x k(x, y)| + |\nabla_y k(x, y)| \leq \kappa |x - y|^{-n-1}. \]

Assume, moreover, that \( T \) is bounded on \( L^2(\mathbb{R}^n) \) with operator norm at most \( \kappa \). Then \( T \) is also bounded on \( L^p(\mathbb{R}^n, X) \), where \( X \) is any UMD space, with norm \( \leq C_p(X)\kappa \), for all \( p \in ]1, \infty[ \), and it is bounded from \( H^1(\mathbb{R}^n, X) \) to \( L^1(\mathbb{R}^n, X) \) with norm \( \leq C_1(X)\kappa \). If, in addition,

\[ [T'](y) := \int_{\mathbb{R}^n} k(x, y) \, dx \equiv 0, \]

then \( T \) is bounded on \( H^1(\mathbb{R}^n, X) \) with norm \( \leq C_0(X)\kappa \).

This proposition is essentially a statement of the fact that for an operator defined in terms of a kernel which satisfies the standard estimates, the conditions of the \( T1 \) theorem are necessary and sufficient: Since \( T \) is bounded on \( L^2(\mathbb{R}^n) \), it satisfies these conditions, but then the vector-valued version applies to give the boundedness on \( L^p(\mathbb{R}^n, X) \). For our purposes, we would actually only need a special \( T1 \) theorem, i.e., the case \( T1 = 0 = T'1 \).

It is a well known fact, in which the vector-valued situation brings no complications, that an integral operator satisfying the standard estimates and bounded on \( L^p(\mathbb{R}^n, X) \) is also bounded from \( H^1(\mathbb{R}^n, X) \) to \( L^1(\mathbb{R}^n, X) \). As for the \( H^1(\mathbb{R}^n, X) \)-boundedness under the additional assumption, see Y. Meyer
and R. Coifman [19, Th. 3 of Ch. 7]. (This is also an extension argument, which goes through in the vector-valued setting without modifications.)

2.2. COROLLARY. Let \((a_\lambda)_{\lambda \in \Lambda}, (b_\lambda)_{\lambda \in \Lambda}\) be orthogonal sets in \(L^2(\mathbb{R}^n)\) satisfying

\[
|a_\lambda(x)| \leq C_m \frac{2^{nj/2}}{(1 + |2^j x - k|)^m}, \quad |\nabla a_\lambda(x)| \leq C_m \frac{2^{nj/2+j}}{(1 + |2^j x - k|)^m}
\]

for all \(\lambda = k2^{-j} + \eta 2^{-j-1}\) and all \(m \in \mathbb{N}\), with similar estimates for the \((b_\lambda)_{\lambda \in \Lambda}\). Consider the integral operators with kernels given by

\[
k(x, y) = \sum_{\lambda \in F} \nu_\lambda a_\lambda(x) b_\lambda(y),
\]

where \(F \subset \Lambda\) is any finite set and \(\nu_\lambda \in \mathbb{C}\), \(|\nu_\lambda| \leq 1\). These are uniformly bounded on \(L^p(\mathbb{R}^n, X)\), and from \(H^1(\mathbb{R}^n, X)\) to \(L^1(\mathbb{R}^n, X)\), with the operator norms depending only on \(p \in [1, \infty]\), the UMD constant of the space \(X\), and the quantities \(C_m\), \(m \in \mathbb{N}\). If the \(a_\lambda\)’s have vanishing integral, then we also have boundedness on \(H^1(\mathbb{R}^n, X)\) with a similar estimate for the norm.

Proof. From the assumed pointwise estimates, it easily follows that \(\|a_\lambda\|_2 \leq C\), which depends only on the \(C_m\)’s, and similarly \(\|b_\lambda\|_2 \leq C\). Then a bound depending only on the \(C_m\)’s is easily derived for the operator norm of \(f \mapsto \sum_{\lambda \in F} \nu_\lambda a_\lambda(b_\lambda, f)\) on \(L^2(\mathbb{R}^n)\), using the orthogonality of the two sets \((a_\lambda)\) and \((b_\lambda)\).

It is also a routine exercise to verify the standard estimates for the kernel \(k\), with the constant only depending on the \(C_m\)’s. Then the assertion follows from Prop. 2.1. ■

Now the first steps in our main theorem follow at once:

Proof of (1.10)⇒(1.11)⇒(1.12). The first implication is immediate from the fact that, for any \(F \subset \Lambda\) and \(\varepsilon \in \{\pm 1\}^\Lambda\),

\[
\sum_{\lambda \in F} \varepsilon_\lambda \psi_\lambda(x) \overline{\psi_\lambda(y)}
\]

are kernels of the kind considered in Cor. 2.2. Clearly the integral operator with the kernel given above maps \(f\) to \(\sum_{\lambda \in F} \varepsilon_\lambda a_\lambda(y)
\).

The second implication is obvious, since the \(L^1\) norm on the probability space \(\Omega\) is dominated by the \(L^\infty\) norm. ■

For the proof of further implications, we will need regular wavelet bases with the mother wavelet \(non\)-vanishing at a preassigned point. This is a somewhat atypical need, since usually it is the cancellation and vanishing properties of the wavelets which are desired.

2.3. LEMMA. For every \(x \in \mathbb{R}\), there exists an infinitely regular wavelet \(\psi\) on \(\mathbb{R}\) such that \(\psi(x) \neq 0\).
Proof. The proof is based on a modification of Meyer’s construction of the Littlewood–Paley multiresolution analysis ([18, §2.2]), and the related wavelet ([18, §3.2]). In that construction, one starts with an even, non-negative function \( \theta \in \mathcal{D}(\mathbb{R}) \) such that \( \theta(\xi) = 1 \) for \( |\xi| \leq 2\pi/3 \), \( \theta(\xi) = 0 \) for \( |\xi| \geq 4\pi/3 \), and \( \theta^2(\xi) + \theta^2(2\pi - \xi) = 1 \) for \( \xi \in [0,2\pi] \). Our modification consists in choosing an \( \eta \in C^\infty(\mathbb{R}) \), which is required to be 0 on \([-2\pi/3,2\pi/3]\) but otherwise arbitrary, and taking \( \vartheta(\xi) := \theta(\xi)e^{i\eta(\xi)} \). We set \( \phi := \vartheta \), the inverse Fourier transform.

It follows, for \( m(\xi) := \sum c_ke^{ik\xi} \), that

\[
\left\| \sum c_k\phi(x-k) \right\|^2_2 = \frac{1}{2\pi} \| m(\xi)\vartheta(\xi) \|^2_2 = \frac{1}{2\pi} \sum_{j=-\infty}^{\infty} \int_0^{2\pi} |m(\xi)\vartheta(\xi + 2\pi j)|^2 d\xi
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} |m(\xi)|^2 d\xi = \sum |c_k|^2,
\]

since \( \sum |\vartheta(\xi + 2\pi j)|^2 \equiv 1 \), as is easily verified, and so \( \phi(\cdot-k), k \in \mathbb{Z} \), are the orthonormal basis of a closed subspace \( V_0 \) of \( L^2(\mathbb{R}) \), which gives rise to a multiresolution analysis of \( L^2(\mathbb{R}) \).

We then pass to the construction of the corresponding wavelet \( \psi \). Following [18, §3.2], we compute the auxiliary coefficients

\[
\alpha_k = \int_{-\infty}^{\infty} \frac{1}{2} \phi\left(\frac{x}{2}\right)\overline{\phi}(x+k) dx = \frac{1}{2\pi} \int_{-\infty}^{\infty} \vartheta(2\xi)\overline{\vartheta}(\xi)e^{ik\xi} d\xi = \frac{1}{2} \phi\left(\frac{k}{2}\right),
\]

since \( \vartheta(\xi) = 1 \) on the support of \( \vartheta(2\xi) \).

Then

\[
m_0(\xi) := \sum_{k=-\infty}^{\infty} \alpha_k e^{ik\xi} = \sum_{k=-\infty}^{\infty} \vartheta(-2(\xi + 2\pi k))
\]

by Poisson’s summation formula, and \( \tilde{\psi}(\xi) := e^{-i\xi/2}\vartheta_1(\xi) \), where

\[
\vartheta_1(\xi) := \overline{m_0}(\xi/2 + \pi)\vartheta(\xi/2) = \begin{cases} \vartheta(\xi/2), & \xi \in \pm[4\pi/3,8\pi/3] , \\
\overline{\vartheta}(\xi \pm 2\pi), & \xi \in \pm[2\pi/3,4\pi/3], \\
0, & \text{else}, \end{cases}
\]

where the last equality follows readily upon taking into account the sets on which \( \vartheta \) equals 1 or 0. Note that \( \vartheta_1|_{\pm[2\pi/3,4\pi/3]} \) is obtained from \( \vartheta_1|_{\pm[4\pi/3,8\pi/3]} \) by reflecting and scaling about the point \( \pm 4\pi/3 \); in fact

\[
\vartheta_1(4\pi/3 - \xi) = \overline{\vartheta}(2\pi/3 + \xi),
\]

\[
\vartheta_1(4\pi/3 + 2\xi) = \vartheta(2\pi/3 + \xi) \quad \text{for } \xi \in [0,2\pi/3],
\]
and similarly on the negative axis. Thus
\[
\psi(x + 1/2) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\xi(x+1/2)} e^{-i\xi/2} \vartheta_1(\xi) \, d\xi
\]

\[
\frac{2\pi}{3} = \int_{0}^{2\pi/3} (\vartheta(2\pi/3 + \xi) e^{i(4\pi/3-\xi)x} + 2\vartheta(2\pi/3 + \xi) e^{i(4\pi/3+2\xi)x}) \, d\xi
\]

+ an integral over the negative half-line.

Now the phase of \( \vartheta \) on \( \pm [4\pi/3, 8\pi/3] \) is under control; moreover, it can be adjusted independently on the positive and negative line segments. By symmetry, it then suffices to show that we can make the integral \( \int_{0}^{2\pi/3} (\ldots) \, d\xi \) above non-vanishing by an appropriate choice of this phase. We choose this phase in such a way that

\[
\text{Re} \left( \int_{0}^{2\pi/3} \vartheta(2\pi/3 + \xi) e^{i(4\pi/3+2\xi)x} \, d\xi \right) = \frac{3}{4} \int_{0}^{2\pi/3} |\vartheta(2\pi/3 + \xi)| \, d\xi;
\]

then the integral in (2.4) is estimated by

\[
\left| \int_{0}^{2\pi/3} (\text{I} (\xi) + \text{II} (\xi)) \, d\xi \right| \geq \left| \int_{0}^{2\pi/3} \text{II} (\xi) \, d\xi \right| - \left| \int_{0}^{2\pi/3} |\text{I} (\xi)| \, d\xi \right|
\]

\[
\geq \left( \frac{3}{2} - 1 \right) \int_{0}^{2\pi/3} |\vartheta(2\pi/3 + \xi)| \, d\xi > 0.
\]

Thus, for an arbitrary \( x \in \mathbb{R} \), we have constructed a wavelet \( \psi \) such that \( \psi(x + 1/2) \neq 0 \); in fact, one with \( |\psi(x + 1/2)| \geq c \), where \( c > 0 \) does not depend on \( x \).

The \( n \)-dimensional version follows readily by a tensor product construction. Recall that the \( 2^n - 1 \) mother wavelets in the \( n \)-dimensional setting are naturally indexed by \( \eta \in \{0,1\}^n \setminus \{0\} \). We denote by \( \iota := (1, \ldots, 1) \) the \( n \)-vector all of whose entries are 1.

2.5. COROLLARY. For any \( x \in \mathbb{R}^n \), there exists an infinitely regular wavelet basis of \( L^2(\mathbb{R}^n) \) such that \( \psi^\iota(x) \neq 0 \).

Proof. Let \( \psi_{i,0} := \phi_i, \psi_{i,1} := \psi_i \) be (infinitely regular) father, resp. mother, wavelets on \( \mathbb{R} \) for \( i = 1, \ldots, n \). For \( \eta \in \{0,1\}^n, y \in \mathbb{R}^n \), define

\[
\psi^\eta(y) := \prod_{i=1}^n \psi_{i,\eta_i}(y_i).
\]

Then \( \psi^\eta, \eta \in \{0,1\}^n \setminus \{0\} \), is the set of (infinitely regular) mother wavelets for a multiresolution analysis of \( L^2(\mathbb{R}^n) \). By choosing the 1-dimensional wavelets
ψ_{i,1} in such a way that ψ_{i,1}(x_i) \neq 0 for a given x = (x_1, \ldots, x_n), we clearly ensure the condition ψ^t(x) \neq 0.

Proof of (1.10) ⇒ \forall A^n : (1.14)⇒(1.13). Let A^n, η ∈ \{0,1\}^n \setminus \{0\}, be non-degenerate cubes, and define

\[ A := \bigcup_{\eta \in \{0,1\}^n \setminus \{0\}} A^n; \]

this is a compact set.

For every x ∈ A, we choose an infinitely regular wavelet basis (ψ_{x,λ})_{λ ∈ A} such that ψ_{x}^t(x) \neq 0. By continuity of ψ_{x}^t, we have ψ_{x}^t(U_x) \neq 0 for some neighbourhood U_x of x, and then by compactness we can choose finitely many, say m, infinitely regular wavelet bases (ψ_{i,λ})_{λ ∈ A} such that \( \sum_{i=1}^{m} |ψ_{i}^t(x)| \geq c > 0 \) for all x ∈ A. Now the kernels

\[ \sum_{λ ∈ F: η = η_0} ε_λ 2^{jn/2} ψ_{i}^t(2^j x - k) \overline{ψ}_λ(y) \]

satisfy the assumptions of Cor. 2.2; hence they define uniformly bounded integral operators from H^1(\mathbb{R}^n, X) to L^1(\mathbb{R}^n, X), and thus

\[ \sum_{i=1}^{m} E_ε \int_{\mathbb{R}^n} \left| \sum_{λ ∈ F} ε_λ \alpha_λ 2^{jn/2} ψ_{i}^t(2^j x - k) \right|_X dx \leq C\|f\|_{H^1(\mathbb{R}^n, X)}. \]

The contraction principle permits replacing ψ_{i}^t(2^j x - k) by its absolute value above, and using the fact that \( \sum_{i=1}^{m} |ψ_{i}^t(2^j x - k)| \geq c \alpha R(λ) = c \alpha R(λ) \) and the contraction principle again, we finally deduce

\[ E_ε \int_{\mathbb{R}^n} \left| \sum_{λ ∈ F} ε_λ \alpha_λ |Q(λ)|^{-1/2} 1_{R(λ)}(x) \right|_X dx \leq C\|f\|_{H^1(\mathbb{R}^n, X)}. \]

The fact that (1.14) for all A^n implies (1.13) is evident, since (1.13) is just the special case of (1.14) with A^n = [0,1]^n.

Proof of (1.12) ⇒ \exists A^n : (1.14). It suffices to observe that necessarily |ψ^η(x)| ≥ c > 0 for all x in some cube A^n; then the expression in (1.14) can be dominated by that in (1.12) according to the contraction principle.

Now we have shown that

(1.10) ⇒ (1.11) ⇒ (1.12) ⇒ \exists A^n : (1.14), and
(1.10) ⇒ ∀ A^n : (1.14) ⇒ (1.13) ⇒ \exists A^n : (1.14)

(where the last implication was not mentioned explicitly before, but it is trivial).

3. Construction of the atomic decomposition. To complete the proof of Theorem 1.9, we need to show that the condition (1.14), for any cubes A^n whatsoever, implies the existence of an atomic decomposition for f;
moreover, the \( H^1 \) norm of \( f \) computed in terms of this decomposition should be controlled in terms of the expression in (1.14). Note that, without loss of generality, we may take the \( A^n \) to be dyadic cubes of side-length \( \leq 1 \), since the expression in (1.14) decreases when the sets \( A^n \) (and hence \( R(\lambda) \)) decrease. When this is done, it follows that the \( R(\lambda) \) are dyadic cubes as well.

To achieve the atomic decomposition, we are going to modify the construction used by Meyer [18]. Certain parts of the proof are in almost one-to-one correspondence with the scalar-valued case; however, there are also significant departures from Meyer’s reasoning.

Let us fix an \( \eta_0 \in \{0, 1\}^n \setminus \{0\} \), and consider \( f = \sum_{\lambda: \eta = \eta_0} \alpha_\lambda \psi_\lambda(x) \), where the summation runs over all \( \lambda \) of the form \( k2^{-j} + \eta 2^{-j-1} \), where \( \eta = \eta_0 \). It clearly suffices to decompose each of the \( 2^n - 1 \) series of this kind. Then we can use a different indexing system which is more convenient in the present context: Let \( \mathcal{R} \) be the collection of all the cubes \( R(\lambda) = 2^{-j}(A^n + k) \) such that \( \eta = \eta_0 \). Then, instead of \( \Lambda \), we can use \( \mathcal{R} \) as our index set, and we write \( \varepsilon_R \) instead of \( \varepsilon_\lambda \). Moreover, write \( \alpha_R := \alpha_\lambda \) for \( R = R(\lambda) \) and \( \eta = \eta_0 \). Since \( |Q(\lambda)| \) and \( |R(\lambda)| \) only differ by a multiplicative constant independent of \( \lambda \) (as long as \( \eta = \eta_0 \) is fixed), we can further replace the factor \( |Q(\lambda)|^{-1/2} \) in our equations by \( |R|^{-1/2} \).

Following [18], we set

\[
\sigma(x) := \mathcal{E}_\varepsilon \left| \sum\nolimits_{R \in \mathcal{R}} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x) \right|_X;
\]

then \( \sigma \in L^1(\mathbb{R}^n) \) by the standing assumption (1.14).

We further adopt the following notations:

\[
E_k := \{ x : \sigma(x) > 2^k \}, \quad C_k := \{ R \in \mathcal{R} : |R \cap E_k| \geq \beta |R| \},
\]

\[
\Delta_k := C_k \setminus C_{k+1},
\]

where we fix some \( \beta \in [0, 1[ \). Note that, if \( \alpha_R \neq 0 \), then \( \sigma(x) \geq |\alpha_R|_X \) for all \( x \in R \). Thus \( R \subset E_k \) and hence \( R \in C_k \) for all small enough \( k \).

The maximal members of \( C_k \) will be denoted by \( R(k, l) \), where \( l \) runs over an appropriate index set, and

\[
\Delta(k, l) := \{ R \in \Delta_k : R \subset R(k, l) \}.
\]

Note that

\[
\sum_l |R(k, l)| \leq \sum_l \beta^{-1} |R(k, l) \cap E_k| \leq \beta^{-1} |E_k|
\]

and

\[
\sum_{k=-\infty}^{\infty} 2^k |E_k| \leq 2 \| \sigma \|_{L^1(\mathbb{R}^n)}.
\]
We then come to a key estimate in the proof of (1.14)⇒(1.10). The statement of this estimate is little more than a vector-valued analogue of the corresponding step in [18]; however, the proof is substantially longer and very different in spirit. The proof in [18] (where $p = 2$) exploits the Hilbert space structure of the scalar-valued $L^2$ space, which at first seems to give little hope of extending the result beyond the Hilbert space framework. In view of this, it is perhaps surprising that the argument given below actually requires no geometric restrictions on the underlying Banach space $X$. The proof is very local in spirit; it essentially involves going through every cube $R ∈ R$ one by one, in sharp contrast to the “global” argument in [18] in terms of the orthogonal expansions.

3.3. Lemma. With the notation adopted above, we have the estimate

$$\int_{R^n} E_\varepsilon \left| \sum_{R ∈ \Delta(k,l)} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x) \right|^p_X \, dx \leq \frac{1}{1 - \beta} \int_{R(k,l) \setminus E_{k+1}} E_\varepsilon \left| \sum_{R ∈ \Delta(k,l)} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x) \right|^p_X \, dx \leq c_p \frac{2^{(k+1)p}}{1 - \beta} |R(k,l)|.$$ 

Proof. The second inequality is clear from Kahane’s inequality $E_\varepsilon \left| \sum \varepsilon_i x_i \right|^p_X \leq c_p (E_\varepsilon \left| \sum \varepsilon_i x_i \right| X)^p$ and the fact that $\sigma(x) \leq 2^{k+1}$ for $x \notin E_{k+1}$. Therefore we will concentrate on the first inequality.

Observe that if $R_1 \cap R_2 \neq \emptyset$, then necessarily $R_1 \subset R_2$ or $R_2 \subset R_1$, since $R_1, R_2$ are dyadic cubes. If $R ∈ \Delta(k,l)$ is minimal, in the sense that $R ⊆ \tilde{R} ⇒ R \notin \Delta(k,l)$, then for $x ∈ \tilde{R}$ we have

$$E_\varepsilon \left| \sum_{R ∈ \Delta(k,l)} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x) \right|_X = E_\varepsilon \left| \sum_{R ∈ \Delta(k,l), R ∋ \tilde{R}} \varepsilon_R \alpha_R |R|^{-1/2} \right|_X,$$

i.e., this expression is constant for $x ∈ \tilde{R}$.

More generally, if $\tilde{R} ∈ \Delta(k,l)$, and

$$(3.5) \quad \tilde{R}_0 := \tilde{R} \setminus \bigcup_{R ∈ \Delta(k,l), R ⊆ \tilde{R}} R,$$

then (3.4) holds for all $x ∈ \tilde{R}_0$.

It suffices to establish the assertion of the lemma in the case when only finitely many $\alpha(Q)$ are non-zero, since the general case then follows from the monotone convergence theorem. Then the summations involved are finite, and we can avoid all convergence problems in the following. Replacing $\Delta(k,l)$ by $\{ R ∈ \Delta(k,l) : \alpha_R \neq 0 \}$ if necessary, we can assume that $\Delta(k,l)$ is finite.

Let $R$ be one of the maximal members of $\Delta(k,l)$. It clearly suffices to prove, for all such $R$, that
(3.6) \[
\left| E_{\varepsilon} \right| \sum_{\tilde{R} \in \Delta(k,l), \tilde{R} \subset R} \varepsilon R_{\alpha} |\tilde{R}|^{-1/2} 1_{R}(x) \bigg|^{p}_{X} \ dx
\leq \frac{1}{1 - \beta} \left( \int_{R \setminus E_{k+1}} \left| E_{\varepsilon} \right| \sum_{\tilde{R} \in \Delta(k,l), \tilde{R} \subset R} \varepsilon R_{\alpha} |\tilde{R}|^{-1/2} 1_{R}(x) \bigg|^{p}_{X} \ dx. \right.
\]

To prove this inequality, we need to introduce some notation. We say that \( \tilde{R} \) is a \( \Delta \)-subcube of \( R \) if \( \tilde{R} \subseteq R \) and \( \tilde{R} \in \Delta(k,l) \). We say that \( \tilde{R} \) is a first order \( \Delta \)-subcube of \( R \) if, in addition, the following property holds: there is no \( \tilde{R} \in \Delta(k,l) \) with \( \tilde{R} \subset \tilde{R} \subseteq R \). We label the first order \( \Delta \)-subcubes of \( R \) by \( R_{i} \), where \( i \) runs over an appropriate finite index set. The first order \( \Delta \)-subcubes of \( R \), which are labelled \( R_{ij} \), are called the second order \( \Delta \)-subcubes of \( R \), and so on. The \( m \)th order \( \Delta \)-subcubes of \( R \) will be denoted by \( R_{\alpha} \), where \( \alpha = \alpha_{1} \ldots \alpha_{m} \) is a string of \( m \) indices. We further define \( R_{\alpha 0} := R_{\alpha} \setminus \bigcup R_{\alpha i} \), which is obviously equivalent to the earlier definition (3.5). For convenience, we also set \( E := E_{k+1} \).

Since the proof of the inequality (3.6) in the general situation involves a large amount of indices, it is helpful to consider first a special case in which only first and second order \( \Delta \)-subcubes of \( R \) are involved. If \( S \subset R \), we denote by \( I(S) \) the integral over \( S \) of the same integrand as in (3.6), and \( \mu(S) := |I(S)|/|S| \) if \( |S| > 0 \), and \( \mu(S) := 0 \) otherwise.

Now in our special situation, the cube \( R \) is decomposed into disjoint parts as follows:

\[
(3.7) \quad R = R_{0} \cup \bigcup_{i \in I} R_{i} \cup \bigcup_{j \in J} \left( R_{j0} \cup \bigcup_{k \in K_{j}} R_{jk} \right),
\]

where \( R_{i}, i \in I \), are those first order \( \Delta \)-subcubes of \( R \) which have no further \( \Delta \)-subcubes, whereas \( R_{j} = \bigcup_{k \in \{0\} \cup K_{j}} R_{jk}, j \in J \), are those first order \( \Delta \)-subcubes of \( R \) which do have some further \( \Delta \)-subcubes, namely the \( R_{jk}, k \in K_{j} \).

Now

\[
I(R \setminus E) = I(R_{0} \setminus E) + \sum_{i \in I} I(R_{i} \setminus E) + \sum_{j \in J} \left( I(R_{j0} \setminus E) + \sum_{k \in K_{j}} I(R_{jk} \setminus E) \right)
\]

\[
= |R_{0} \setminus E| \mu(R_{0}) + \sum_{i \in I} |R_{i} \setminus E| \mu(R_{i})
+ \sum_{j \in J} \left( |R_{j0} \setminus E| \mu(R_{j0}) + \sum_{k \in K_{j}} |R_{jk} \setminus E| \mu(R_{jk}) \right),
\]

since the integrand is constant on each of the sets \( R_{0}, R_{i}, R_{j0}, R_{jk} \), as was observed above.

We want to show that the above displayed quantity is at least \((1 - \beta)I(R)\) \( =: tI(R) \), where \( t := 1 - \beta \). To see this, observe that \(|\tilde{R} \cap E| = |\tilde{R} \cap E_{k+1}| < \).
\[ tI(R) = t|R_0|\mu(R_0) + \sum_{i \in I} t|R_i|\mu(R_i) + \sum_{j \in J} \left( t|R_{j0}|\mu(R_{j0}) + \sum_{k \in K_j} t|R_{jk}|\mu(R_{jk}) \right), \]

and hence

\[ I(\bar{R} \setminus E) - tI(R) = (|R_0 \setminus E| - t|R_0|)\mu(R_0) + \sum_{i \in I} (|R_i \setminus E| - t|R_i|)\mu(R_i) \]

\[ + \sum_{j \in J} \left[ (|R_{j0} \setminus E| - t|R_{j0}|)\mu(R_{j0}) + \sum_{k \in K_j} (|R_{jk} \setminus E| - t|R_{jk}|)\mu(R_{jk}) \right], \]

and if we set \( \tau(S) := |S \setminus E| - t|S| \) (whence \( \tau(\bar{R}) > 0 \) for all \( \bar{R} \in \Delta_k \)), this can be further written as

\[ \tau(R_0) + \sum_{i \in I} \tau(R_i) + \sum_{j \in J} \sum_{k \in \{0\} \cup K_j} \tau(R_{jk}) \mu(R_0) \]

\[ + \sum_{i \in I} \tau(R_i)(\mu(R_i) - \mu(R_0)) + \sum_{j \in J} \left( \sum_{k \in \{0\} \cup K_j} \tau(R_{jk})(\mu(R_{jk}) - \mu(R_{jk})) \right). \]

Noting that the quantity in brackets \([\cdots]\) is simply \( \tau(R) \), whereas that in braces \( \{\cdots\} \) is \( \tau(R_j) \), we find that all the terms appearing above are non-negative, and hence \( I(\bar{R} \setminus E) \geq tI(R) \), which we wanted to prove.

The special case treated above already contains the essence of the matter, and it is essentially the notation which is more difficult in the general case where \( \Delta \)-subcubes of higher orders are allowed. Now \( R \) is disjointly decomposed as

\[ R = R_0 \cup \bigcup_{\alpha} \left( \bigcup_i R_{\alpha i} \cup \bigcup_j R_{\alpha j0} \right), \]

where \( \alpha \) runs over an appropriate set of strings of indices, and \( i \) and \( j \) over appropriate sets (possibly different for different \( \alpha \)) of single indices. Note that the possibility of \( \alpha \) being the empty string is allowed. The decomposition (3.8) should be compared with the special case in (3.7).

We have

\[ I(\bar{R} \setminus E) - tI(R) = (|R_0 \setminus E| - t|R_0|)\mu(R_0) \]

\[ + \sum_{\alpha} \left[ \sum_i (|R_{\alpha i} \setminus E| - t|R_{\alpha i}|)\mu(R_{\alpha i}) + \sum_j (|R_{\alpha j0} \setminus E| - t|R_{\alpha j0}|)\mu(R_{\alpha j0}) \right] \]

\[ = \tau(R_0)\mu(R_0) + \sum_{\alpha} \left( \sum_i \tau(R_{\alpha i})\mu(R_{\alpha i}) + \sum_j \tau(R_{\alpha j0})\mu(R_{\alpha j0}) \right). \]
We claim that this is equal to
\[
\left\{ \tau(R_0) + \sum_{\alpha} \left( \sum_i \tau(R_{\alpha i}) + \sum_j \tau(R_{\alpha j0}) \right) \right\} \mu(R_0) \\
+ \sum_{\alpha} \sum_i \tau(R_{\alpha i})(\mu(R_{\alpha i}) - \mu(R_{\alpha 0})) \\
+ \sum_{\alpha} \sum_j \left[ \tau(R_{\alpha j0}) + \sum_{\beta} \left( \sum_k \tau(R_{\alpha j\beta k}) + \sum_l \tau(R_{\alpha j\beta l0}) \right) \right] \mu(R_{\alpha j0}) - \mu(R_{\alpha 0}).
\]

In the expression above, the quantity in braces \{\cdots\} is \(\tau(R) \geq 0\) and that in brackets \[\cdots\] is \(\tau(R_{\alpha j}) \geq 0\), so that all the terms appearing above are non-negative. Hence it suffices to verify the claimed equality, i.e., the vanishing of the expression

\[
(3.9) \quad \sum_{\alpha,i} \tau(R_{\alpha i})\mu(R_0) + \sum_{\alpha,j} \tau(R_{\alpha j0})\mu(R_0) \\
- \sum_{\alpha,i} \tau(R_{\alpha i})\mu(R_{\alpha 0}) - \sum_{\alpha,j} \tau(R_{\alpha j0})\mu(R_{\alpha 0}) \\
+ \sum_{\alpha,j,\beta} \left( \sum_k \tau(R_{\alpha j\beta k}) + \sum_l \tau(R_{\alpha j\beta l0}) \right) \mu(R_{\alpha j0}) \\
- \sum_{\alpha,j,\beta} \left( \sum_k \tau(R_{\alpha j\beta k}) + \sum_l \tau(R_{\alpha j\beta l0}) \right) \mu(R_{\alpha 0}).
\]

When \(\alpha\) runs over all strings, and \(j\) over all single indices, \(\alpha j\) clearly runs over all strings except for the empty string. Hence the second-to-last term in (3.9) is equal to

\[
\sum_{\alpha,\beta} \left[ \sum_k \tau(R_{\alpha\beta k}) + \sum_l \tau(R_{\alpha\beta l0}) \right] \mu(R_{\alpha 0}) \\
- \sum_{\beta,k} \tau(R_{\beta k})\mu(R_0) - \sum_{\beta,l} \tau(R_{\beta l0})\mu(R_0).
\]

Similarly, replacing the pair \((j, \beta)\) by \(\beta\) alone in the last term of (3.9), we find that this last term is equal to

\[
- \sum_{\alpha,\beta} \left[ \sum_k \tau(R_{\alpha\beta k}) + \sum_l \tau(R_{\alpha\beta l0}) \right] \mu(R_{\alpha 0}) + \sum_{\alpha,k} \tau(R_{\alpha k})\mu(R_{\alpha 0}) \\
+ \sum_{\alpha,l} \tau(R_{\alpha l0})\mu(R_{\alpha 0}).
\]

Now it is clear that the different terms in (3.9) cancel each other, so our claim, and hence the assertion of the lemma, is verified. \(\blacksquare\)
Now we define

$$A_{k,l}(x, \varepsilon) := \sum_{R \in \Delta(k,l)} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x);$$

note that

$$\sum_{k=-\infty}^{\infty} \sum_{l} A_{k,l}(x, \varepsilon) = \sum_{R \in \mathcal{R}} \varepsilon_R \alpha_R |R|^{-1/2} 1_R(x).$$

A modification of this series will give us the required atomic decomposition of \( f \). Observe that \( \text{supp } A_{k,l}(\cdot, \varepsilon) \subseteq R(k, l) \) by the definition of \( \Delta(k, l) \).

Moreover, by Lemma 3.3, we have

$$\sum_{k,l} \|A_{k,l}\|_{L^p(\Omega \times \mathbb{R}^n, X)} |R(k, l)|^{1/p'} \leq \sum_{k,l} c_p^{1/p}(1 - \beta)^{-1/p} 2^{k+1} |R(k, l)|^{1/p} |R(k, l)|^{1/p'} \leq 2 c_p^{1/p}(1 - \beta)^{-1/p} \sum_{k} 2^k \sum_{l} |R(k, l)| \leq 2 c_p^{1/p}(1 - \beta)^{-1/p} \beta^{-1} \sum_{k} 2^k |E_k| \leq 4 c_p^{1/p}(1 - \beta)^{-1/p} \beta^{-1} \|\sigma\|_{L^1(\mathbb{R}^n)}.$$

The quantity on the left of this estimate should be compared with the definition of the \( H^1 \) norm in (1.1).

Now we are ready to finish the proof of Theorem 1.9.

**Conclusion of the proof of (1.14)⇒(1.10).** Now we construct the atomic decomposition of \( f \), or more precisely, of each of the subseries

$$f_{\eta_0}(x) := \sum_{\lambda \in \Lambda: \eta = \eta_0} \alpha_\lambda \psi_\lambda(x) = \sum_{R \in \mathcal{R}} \alpha_R \psi_\lambda(R)(x)$$

where \( \lambda(R) := 2^{-j}k + 2^{-j-1}\eta_0 \) for \( R = 2^{-j}(A_{\eta_0} + k) \).

Consider a basis \( (\psi_\lambda)_{\lambda \in \Lambda} \) of compactly supported, 1-regular wavelets. The existence of such wavelet bases is well known ([18]). Now that \( A_{\eta_0} \) is a non-degenerate cube, we have \( \text{supp } \psi_{2^{-j_0}k_0 + 2^{-j_0-1}\eta_0} = \text{supp } 2^{j_0 n/2} \psi_{\eta_0}(2^{j_0} \cdot -k_0) \subseteq A_{\eta_0} \) for some suitable \( j_0 \geq 0 \) and \( k_0 \in \mathbb{Z}^n \).

Define \( \psi_{\eta, j_0, k_0} := \psi_\lambda \) for \( \lambda = 2^{-j}k + 2^{-j-1}\eta_0 \), and set \( \phi := \psi_{\eta_0, j_0, k_0} \), and

$$\phi_{j,k} := 2^{nj/2} \phi(2^j \cdot -k) = 2^n (j + j_0) \psi_{\eta_0}(2^{j_0} (2^j \cdot -k) - k_0) = \psi_{\eta_0, j_0, k_0}. \,$$

Since \( j_0 \geq 0 \), we see that \( (\phi_{j,k})_{j \in \mathbb{Z}, k \in \mathbb{Z}^n} \) is a subset of \( (\psi_\lambda)_{\lambda \in \Lambda} \), thus orthonormal (but not complete, of course) in \( L^2(\mathbb{R}^n) \).
Now that $\phi$ is bounded and supported on $A_{\eta_0}$, we have

$$|\phi(x)| \leq C|A_{\eta_0}|^{-1/2}A_{\eta_0}(x),$$

where $C = \|\phi\|_{\infty}|A_{\eta_0}|^{1/2}$, and then by scaling

$$|\phi_R(x)| := |\phi_{j,k}(x)| \leq C|R|^{-1/2}1_R(x)$$

for $R = 2^{-j}(A_{\eta_0} + k)$. Then the contraction principle gives

$$\int_{\mathbb{R}^n} E_\varepsilon \sum_{R \in \Delta(k,l)} \varepsilon R\alpha R |\phi_R(x)|^p_x \, dx \leq C \int_{\mathbb{R}^n} E_\varepsilon \sum_{R \in \Delta(k,l)} \varepsilon R\alpha R |R|^{-1/2}1_R(x)|^p_x \, dx.$$ 

Now we apply Cor. 2.2 with

$$\sum_{\lambda \in A : \eta = \eta_0} \varepsilon R(\lambda)\psi_\lambda(x)\bar{\phi}_R(\lambda)(y)$$

to get

$$\int_{\mathbb{R}^n} \sum_{\lambda \in A : \eta = \eta_0, \ R(\lambda) \in \Delta(k,l)} \alpha_\lambda \psi_\lambda(x)|^p_x \, dx \leq \int_{\mathbb{R}^n} \sum_{R \in \Delta(k,l)} \varepsilon R\alpha R |R|^{-1/2}1_R(x)|^p_x \, dx.$$ 

Taking the expectation $E_\varepsilon$ of the right-hand side and combining this with the previous inequality, we have shown, for

$$a_{k,l}(x) := \sum_{\lambda \in A : \eta = \eta_0, \ R(\lambda) \in \Delta(k,l)} \alpha_\lambda \psi_\lambda(x),$$

the estimate

$$\|a_{k,l}\|_{L^p(\mathbb{R}^n, \chi)} \leq C\|A_{k,l}\|_{L^p(\Omega \times \mathbb{R}^n, \chi)}.$$ 

Since each of the wavelets $\psi_\lambda$ has a vanishing integral, so does $a_{k,l}$. Consider two cases:

**The case of compactly supported wavelets.** Since $A_{\eta}$ is a non-degenerate cube and $\psi_{\eta}$ has compact support, we have $\text{supp} \, \psi_{\eta} \subset (A_{\eta})^*$ where $Q^*$ denotes the cube concentric with $Q$ and having $g$ times the side length of $Q$, where $g$ is a sufficiently large constant. Then $\psi_{j,k}^\eta = \psi_{2^{-j}k + 2^{-j-1}\eta} = 2^{jn/2}\psi_{j,k}^\eta(2^j \cdot -k)$ satisfies $\text{supp} \, \psi_{j,k}^\eta = 2^{-j}(\text{supp} \, \psi_{j,k} + k) \subset 2^{-j}((A_{\eta})^* + k) = (2^{-j}(A_{\eta} + k))^*$, i.e., $\text{supp} \, \psi_\lambda \subset R(\lambda)^*$.

Thus, if $R(\lambda) \in \Delta(k,l)$, hence $R(\lambda) \subset R(k,l)$, we have $\text{supp} \, \psi_\lambda \subset R(k,l)^*$. This means that $\text{supp} \, a_{k,l} \subset R(k,l)^*$, and then

$$\|f_\eta_0\|_{H^1(\mathbb{R}^n, \chi)} \leq \sum_{k,l} \|a_{k,l}\|_{L^p(\mathbb{R}^n, \chi)} |R(k,l)^*|^{1/p'} \leq \left(3.11\right) C \sum_{k,l} \|A_{k,l}\|_{L^p(\Omega \times \mathbb{R}^n, \chi)} |R(k,l)|^{1/p'} \left(3.10\right) \leq C\|\sigma\|_{L^1(\mathbb{R}^n)}.$$
Thus we obtain a norm estimate for $f_{\eta_0}$, and then for $f = \sum_{\eta \in \{0,1\}^n \setminus \{0\}} f_{\eta}$, of the desired form.

**The general case.** By the special case considered above, we obtain
\[
\left\| \sum_{\lambda \in \Lambda} \alpha_{\lambda} \psi_{\lambda} \right\|_{H^1(\mathbb{R}^n, X)} \leq C \|\sigma\|_{L^1(\mathbb{R}^n)},
\]
where $(\psi_{\lambda})_{\lambda \in \Lambda}$ is a compactly supported 1-regular wavelet basis as above. Then it suffices to apply the $H^1(\mathbb{R}^n, X)$-boundedness assertion of Cor. 2.2 to
\[
\sum_{\lambda} \psi_{\lambda}(x) \overline{\psi}_{\lambda}(y)
\]
to deduce the desired norm estimate for $f = \sum \alpha_{\lambda} \psi_{\lambda}$, where $(\psi_{\lambda})_{\lambda \in \Lambda}$ is any 1-regular wavelet basis. This completes the proof of (1.14) $\Rightarrow$ (1.10), and of Theorem 1.9. ■

4. **On BMO($\mathbb{R}^n, X$) and duality.** One can also generalize the wavelet characterization of the space BMO($\mathbb{R}^n$) from [18] to the UMD-valued situation. This generalization is not as exciting as that of the characterization of $H^1(\mathbb{R}^n)$; in essence, we just need to replace classical $L^2$ estimates used in [18] by the application of Cor. 2.2, but otherwise the proof follows the lines of [18].

4.1. **Proposition.** Let $X$ be a UMD space and $(\psi_{\lambda})_{\lambda \in \Lambda}$ a 1-regular wavelet basis. If $b \in \text{BMO}(\mathbb{R}^n, X)$, $p \in [1, \infty)$ and $\alpha_{\lambda} := \langle b, \psi_{\lambda} \rangle$, then
\[
\int_{\mathbb{R}^n} E_{\varepsilon} \left| \sum_{\lambda \in F} \varepsilon_{\lambda} \alpha_{\lambda} \psi_{\lambda}(x) \right|^p_X \, dx \leq \kappa^p |Q| \quad \forall F \subset \{ \lambda \in \Lambda : Q(\lambda) \subset Q \},
\]
where $\kappa \leq C_p \|b\|_{\text{BMO}(\mathbb{R}^n, X)}$.

Conversely, if (4.2) holds for some set of coefficients $(\alpha_{\lambda})_{\lambda \in \Lambda} \subset X$ and all finite sets $F$ as above, then the series
\[
\sum_{\lambda \in \Lambda} \alpha_{\lambda} \psi_{\lambda}(x)
\]
converges unconditionally in $L^p_{\text{loc}}(\mathbb{R}^n, X)/X$ to a function in $\text{BMO}(\mathbb{R}^n, X)$ with norm at most $C_p \kappa$.

By convergence in $L^p_{\text{loc}}(\mathbb{R}^n, X)/X$ we mean the following: For every compact $K \subset \mathbb{R}^n$, there exist “renormalization constants” $c_{\lambda} \in X$ such that $\sum_{\lambda \in \Lambda} (\alpha_{\lambda} \psi_{\lambda}(\cdot) + c_{\lambda})$ converges in $L^p(K, X)$.

**Proof.** We give the proof in the case of compactly supported wavelets, since the additional considerations required by the general case do not involve the vector-valuedness of the functions in any way. The required modifications are left as an exercise for the reader in Meyer’s book [18], and we follow him here. Thus, under the additional assumption, we have supp $\psi_{\lambda} \subset Q(\lambda)^\ast$.  
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Necessity of (4.2). Writing
\[ b := (b - b_{Q^*})1_{Q^*} + (b - b_{Q^*})(Q^*)_c + b_{Q^*} =: b_1 + b_2 + b_3, \]
where \( b_{Q^*} := |Q^*|^{-1} \int_{Q^*} b(x) \, dx \), we find that \( \langle b_2, \overline{\psi}_\lambda \rangle = 0 \) if \( Q(\lambda) \subset Q \) (since \( \text{supp} \psi_\lambda \subset Q^* \)), and \( \langle b_3, \overline{\psi}_\lambda \rangle = 0 \) for all \( \lambda \in \Lambda \), since \( \int \psi_\lambda(x) \, dx = 0 \). Thus, when \( Q(\lambda) \subset Q \), we have
\[ \alpha_\lambda = \langle b, \overline{\psi}_\lambda \rangle = \langle (b - b_{Q^*})1_{Q^*}, \overline{\psi}_\lambda \rangle, \]
and so
\[ \int_{\mathbb{R}^n} \left| E_\varepsilon \right| \sum_{Q(\lambda) \subset Q} \varepsilon_\lambda \alpha_\lambda \psi_\lambda(x)^p \, dx \leq C \| (b - b_{Q^*})1_{Q^*} \|_{L^p(\mathbb{R}^n, X)}^p \leq C \| Q^* \| \| b \|_{\text{BMO}(\mathbb{R}^n, X)}^p. \]
This completes the first half of the proof.

Sufficiency of (4.2). Let \( \mathcal{B} \) be a ball of radius \( r \). We investigate separately the two series
\[ \sum_{|Q(\lambda)| \leq |\mathcal{B}|} \alpha_\lambda \psi_\lambda(x) \quad \text{and} \quad \sum_{|Q(\lambda)| > |\mathcal{B}|} \alpha_\lambda \psi_\lambda(x). \]
Concerning the first series, if \( x \in \mathcal{B} \) and \( x \in \text{supp} \psi_\lambda \subset Q(\lambda)^* \) for some \( x \), then \( \mathcal{B} \cap Q(\lambda)^* \neq \emptyset \), and from the size assumption \( |Q(\lambda)| \leq |\mathcal{B}| \) it follows that \( Q(\lambda) \subset \mathcal{B}^* \), where the \( * \) designates expansion about the same centre by a sufficiently large factor which only depends on the expansion factor implicit in the notation \( Q(\lambda)^* \). Thus
\[ \left( 4.3 \right) \int_{\mathbb{R}^n} \left| E_\varepsilon \right| \sum_{\lambda \in F: \text{supp} \psi_\lambda \neq \emptyset} \varepsilon_\lambda \alpha_\lambda \psi_\lambda(x)^p \, dx \leq \int_{\mathbb{R}^n} \left| E_\varepsilon \right| \sum_{\lambda \in F: Q(\lambda) \subset \mathcal{B}^*} \cdots \psi_\lambda(x)^p \, dx \leq c \kappa^p |\mathcal{B}|. \]

From this estimate, which is uniform for finite sets \( F \subset \Lambda \), and the fact that \( c_0 \notin X \) for \( X \) UMD, it follows that the series \( \sum \varepsilon_\lambda \alpha_\lambda \psi_\lambda(\cdot) \) (summation over \( \lambda \in \Lambda \) with \( |Q(\lambda)| \leq |\mathcal{B}| \) and \( \mathcal{B} \cap \text{supp} \psi_\lambda \neq \emptyset \)) converges almost surely (with respect to the \( \varepsilon_\lambda \)'s) in \( L^p(\mathbb{R}^n, X) \). But due to the \( L^p(\mathbb{R}^n, X) \)-boundedness of the integral transformations with kernels \( \sum \varepsilon_\lambda \psi_\lambda(x) \overline{\psi}_\lambda(y) \), it actually converges surely, i.e., \( \sum \alpha_\lambda \psi_\lambda(x) \) (summation restricted as above) converges unconditionally. For \( x \in \overline{\mathcal{B}} \), this series agrees with
\[ \sum_{\lambda \in \Lambda, |Q(\lambda)| \leq |\mathcal{B}|} \alpha_\lambda \psi_\lambda(x), \]
which hence converges unconditionally in \( L^p(\mathcal{B}, X) \).
We then consider summation over $|Q(\lambda)| > |B|$. For each fixed size $2^{-jn} = |Q(\lambda)|$, there are at most a bounded number, say $m$, of dyadic cubes $Q(\lambda)$ such that $Q(\lambda)^* \cap B \neq \emptyset$. Moreover, denoting by $x_0$ the centre of $B$, we have, for $x \in B$,

$$|\psi_\lambda(x) - \psi_\lambda(x_0)| \leq |(x - x_0) \cdot \nabla \psi_\lambda(\xi)| \leq C 2^{nj/2 + j} r,$$

where $r$ is the radius of $B$ and $\lambda = 2^{-j} k + 2^{-j-1} \eta$. From (4.2) it follows that $|\alpha_\lambda|^2 \leq C \kappa 2^{-nj/2}$. Combining these observations yields

$$\sum_{|Q(\lambda)| > |B|, Q(\lambda)^* \cap B \neq \emptyset} |\alpha_\lambda| \sum_{|Q(\lambda)| > |B|} |\psi_\lambda(x) - \psi_\lambda(x_0)| \leq \sum_{2^{-jn} > |B|} m \kappa 2^{-nj/2} C 2^{nj/2 + j} r \leq \sum_{2^{-jn} > |B|} 2^j r \leq c \kappa,$$

and this shows that $\sum_{|Q(\lambda)| > |B|} \alpha_\lambda (\psi_\lambda(x) - \psi_\lambda(x_0))$ converges absolutely in $X$, uniformly on $B$; thus $\sum_{|Q(\lambda)| > |B|} \alpha_\lambda \psi_\lambda(x)$ converges unconditionally on $L^p(B, X)$. The asserted convergence of $\sum \alpha_\lambda \psi_\lambda(x)$ has now been established. Moreover, the estimates (4.3) and (4.4) combined give

$$\int \left( \sum_{|Q(\lambda)| > |B|} \alpha_\lambda \psi_\lambda(x) + \sum_{|Q(\lambda)| > |B|} \alpha_\lambda (\psi_\lambda(x) - \psi_\lambda(x_0)) \right)^p dx \leq C \kappa^p |B|,$$

which shows the membership of the limit element in BMO$(\mathbb{R}^n, X)$, and the asserted norm estimate. \(\blacksquare\)

Finally, we wish to exploit the wavelet framework to give a new point of view on the $H^1$-BMO duality in the UMD-valued situation. It should be noted that C. Fefferman’s duality theorem [12] holds in the vector-valued situation under much milder geometric assumptions (see O. Blasco [1]), but requires a different approach.

4.5. Proposition. Let $X$ (and then also $X'$) be a UMD space and $(\psi_\lambda)_{\lambda \in A}$ (and then also $(\tilde{\psi}_\lambda)_{\lambda \in A}$) a 1-regular wavelet basis of $L^2(\mathbb{R}^n)$. Let

$$b(x) = \sum_{\lambda \in A} \alpha_\lambda \tilde{\psi}_\lambda(x) \in \text{BMO}(\mathbb{R}^n, X'), \quad \alpha_\lambda = \langle b, \psi_\lambda \rangle \in X',$$

where the convergence is unconditional in $L^p_{\text{loc}}(\mathbb{R}^n, X')/X'$. Then

$$\text{A}(f) = A\left( \sum_{\lambda \in A} \alpha_\lambda \psi_\lambda \right) := \sum_{\lambda \in A} \alpha_\lambda (\alpha_\lambda)$$

converges unconditionally for every $f = \sum_{\lambda \in A} \alpha_\lambda \psi_\lambda \in H^1(\mathbb{R}^n, X)$, and defines an element of $H^1(\mathbb{R}^n, X)'$ with $\|A\|_{H^1(\mathbb{R}^n, X)'} \leq C \|b\|_{\text{BMO}(\mathbb{R}^n, X')}$. Conversely, every $A \in H^1(\mathbb{R}^n, X)'$ is of the form (4.6), where $\sum_{\lambda \in A} \alpha_\lambda \tilde{\psi}_\lambda$ converges in $L^p_{\text{loc}}(\mathbb{R}^n, X')/X'$ to $b \in \text{BMO}(\mathbb{R}^n, X)$ which satisfies $\|b\|_{\text{BMO}(\mathbb{R}^n, X')} \leq C \|A\|_{H^1(\mathbb{R}^n, X)'}$. 
Proof. Let $F \subset A$ be finite. Then
\begin{equation}
\sum_{\lambda \in F} \alpha'_\lambda(\alpha_\lambda) = \int_{\mathbb{R}^n} \left( \sum_{\lambda \in F} \alpha'_\lambda \overline{\psi}_\lambda(x), \sum_{\mu \in F} \alpha_\mu \psi_\mu(x) \right) \, dx.
\end{equation}

According to Prop. 4.1, the $\text{BMO}(\mathbb{R}^n, X)$ norms of $b_F := \sum_{\lambda \in F} \alpha'_\lambda \overline{\psi}_\lambda$ are bounded by $C \| b \|_{\text{BMO}(\mathbb{R}^n, X)}$ for all $F \subset A$. On the other hand, from Theorem 1.9 it follows that the $H^1(\mathbb{R}^n, X)$ norms of $f_F := \sum_{\mu \in F} \alpha_\mu \psi_\mu$ are uniformly bounded, and also that $\| f_F \|_{H^1(\mathbb{R}^n, X)}$ can be made smaller than any positive $\epsilon$ as soon as $F \subset F^c_\epsilon$, where $F_\epsilon$ is a sufficiently large set.

Now $f_F$ has an atomic decomposition $\sum a_i$, where $\supp a_i \subset \overline{B}_i$, $\{ a_i \} = 0$, and $\sum \| a_i \|_{L^{p'}(\mathbb{R}^n, X)} |\overline{B}_i|^{1/p} \leq 2 \| f \|_{H^1(\mathbb{R}^n, X)}$. Since the atomic series converges in $L^1(\mathbb{R}^n, X)$, and $b_F \in L^\infty(\mathbb{R}^n, X')$, we have
\begin{align*}
|\langle f_F, f_F \rangle| &\leq \sum_{i=1}^\infty |\langle f_F, a_i \rangle| \leq \sum_{i=1}^\infty \| b_F \|_{\text{BMO}(\mathbb{R}^n, X')} |\overline{B}_i|^{1/p} \| a_i \|_{L^{p'}(\mathbb{R}^n, X)} \\
&\leq 2C \| b \|_{\text{BMO}(\mathbb{R}^n, X')} \| f_F \|_{H^1(\mathbb{R}^n, X)},
\end{align*}
where a standard estimate for the pairing of a BMO function and an $H^1$ atom was used in the second step.

From this estimate and the unconditional convergence of $f_F$ to $f$ in $H^1(\mathbb{R}^n, X)$ as $F \uparrow A$, it follows that $\sum_{\lambda \in A} \alpha'_\lambda(\alpha_\lambda)$ converges unconditionally to a complex number of absolute value at most $\| b \|_{\text{BMO}(\mathbb{R}^n, X')} \| f \|_{H^1(\mathbb{R}^n, X)}$. This proves the first assertion.

The converse implication. Let now $A \in H^1(\mathbb{R}^n, X')$ be arbitrary. Define $\alpha'_\lambda \in X'$ by $\alpha'_\lambda(x) := A(x)\psi_\lambda$ for $x \in X$. Since $\sum_{\lambda \in A} \alpha_\lambda \psi_\lambda$ converges unconditionally to $f$ in $H^1(\mathbb{R}^n, X)$, it follows that $\sum_{\lambda \in A} A(\alpha_\lambda \psi_\lambda) = \sum_{\lambda \in A} \alpha'_\lambda(\alpha_\lambda)$ converges unconditionally to $A(f)$. Set $b_F := \sum_{\lambda \in F} \alpha'_\lambda \overline{\psi}_\lambda$ for finite $F \subset A$.

We estimate the $\text{BMO}(\mathbb{R}^n, X)$ norm of $b_F$. Let $\overline{B}$ be a ball, and $f \in L^{p'}(\overline{B}, X)$. Then
\begin{align*}
\langle b_F - (b_F)_{\overline{B}}, f \rangle &= \langle b_F, f - f_{\overline{B}^1_{\overline{B}}}, f \rangle + \langle b_F, f_{\overline{B}^1_{\overline{B}}} \rangle,
\end{align*}
and the last two terms are both equal to $|\overline{B}| \langle (b_F)_{\overline{B}}, f_{\overline{B}} \rangle$. Furthermore, note that $\langle b_F, g \rangle = \langle b_F, g_F \rangle = A(g_F)$ for any $g \in H^1(\mathbb{R}^n, X)$. Thus
\begin{align*}
|\langle b_F - (b_F)_{\overline{B}}, f \rangle| &= |A((f - f_{\overline{B}^1_{\overline{B}}})_{\overline{B}})| \leq \| A \|_{H^1(\mathbb{R}^n, X')} \| f - f_{\overline{B}^1_{\overline{B}}}_{\overline{B}} \|_{H^1(\mathbb{R}^n, X)} \\
&\leq \| A \|_{H^1(\mathbb{R}^n, X')} \| f - f_{\overline{B}^1_{\overline{B}}} \|_{L^{p'}(\mathbb{R}^n, X)} |\overline{B}|^{1/p}.
\end{align*}
Taking the supremum over all $f \in L^{p'}(\overline{B}, X)$ of norm at most 1, and observing that the unit ball of $L^{p'}(\overline{B}, X)$ is norming for $L^p(\overline{B}, X')$, we deduce
\begin{align*}
\| (b_F - (b_F)_{\overline{B}})_{\overline{B}} \|_{L^p(\mathbb{R}^n, X')} \leq 2 \| A \|_{H^1(\mathbb{R}^n, X')} |\overline{B}|^{1/p},
\end{align*}
and thus $\| b_F \|_{\text{BMO}(\mathbb{R}^n, X)} \leq 2 \| A \|_{H^1(\mathbb{R}^n, X')}$. From Prop. 4.1 it follows that this uniform estimate for $b_F$ implies that $b_F \to b$ as $F \uparrow A$, unconditionally
in the space $L^p_{\text{loc}}(\mathbb{R}^n, X')/X'$, and $\|b\|_{\text{BMO}(\mathbb{R}^n, X')} \leq C\|A\|_{H^1(\mathbb{R}^n, X)}$. Then, by the first part of the proof, $b$ defines via duality an element $\tilde{A} \in H^1(\mathbb{R}^n, X')$. It is clear that $\tilde{A}(f) = \langle b_F, f \rangle = A(f)$ if $f = \sum_{\lambda \in F} \alpha_\lambda \psi_\lambda$ and $F \subset \Lambda$ is finite; since such $f$ are dense in $H^1(\mathbb{R}^n, X)$, we see that $A = \tilde{A}$, i.e., $A$ is of the asserted form.

The previous proposition shows that $H^1(\mathbb{R}^n, X') = \text{BMO}(\mathbb{R}^n, X')$ for $X$ UMD, which, as already mentioned, actually holds under more general conditions. While restricted to the UMD setting, the present approach has the virtue of providing the explicit formula (4.6) for the evaluation of the duality pairing $\langle b, f \rangle$. Note that the wavelet coefficients $\alpha_\lambda$ of $b$ and $\alpha_\lambda$ of $f$ are uniquely determined by the functions $b$ and $f$, and moreover explicitly given by the formulae $\alpha_\lambda = \langle b, \psi_\lambda \rangle$, $\alpha_\lambda = \langle f, \overline{\psi}_\lambda \rangle$. On the other hand, the atomic decomposition of $f$, in terms of which the $H^1$-BMO duality is often defined by $\langle b, f \rangle = \sum_{i=1}^{\infty} \langle b, a_i \rangle$ is far from being unique.

From the previous proof we also readily see the following, recalling that UMD spaces are reflexive:

4.8. **Corollary.** Let $X$ be a UMD space, and $(\psi_\lambda)_{\lambda \in \Lambda}$ a 1-regular wavelet basis. Then, for every $b \in \text{BMO}(\mathbb{R}^n, X)$, the wavelet expansions $\sum_{\lambda \in F} \langle b, \overline{\psi}_\lambda \rangle \psi_\lambda$ converge unconditionally to $b$ in the weak* topology $\sigma(\text{BMO}(\mathbb{R}^n, X), H^1(\mathbb{R}^n, X'))$ as $F \uparrow \Lambda$.
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