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Abstract. Suppose $\tilde{\Delta}$ is the Laplace–Beltrami operator on the sphere $S^{d-1}$, $\Delta^k \rho f(x) = \Delta f(x)$ and $\Delta f(x) = f(\rho x) - f(x)$ where $\rho \in SO(d)$. Then

$$\omega^m(f, t)_{L_p(S^{d-1})} = \sup \{ \| \Delta^m \rho f \|_{L_p(S^{d-1})} : \rho \in SO(d), \max_{x \in S^{d-1}} \rho x \cdot x \geq \cos t \}$$

and

$$\tilde{K}_m(f, t^m)_p = \inf \{ \| f - g \|_{L_p(S^{d-1})} + t^m \| (\tilde{\Delta})^{m/2} g \|_{L_p(S^{d-1})} : g \in \mathcal{D}(\tilde{\Delta}) \}$$

are equivalent for $1 < p < \infty$. We note that for even $m$ the relation was recently investigated by the second author. The equivalence yields an extension of the results on sharp Jackson inequalities on the sphere. A new strong converse inequality for $L_p(S^{d-1})$ given in this paper plays a significant role in the proof.

1. Introduction. For a Banach space $B$ of functions on the unit sphere $S^{d-1} = \{ x \in \mathbb{R}^d : |x|^2 = x_1^2 + \cdots + x_d^2 = 1 \}$, the $r$th modulus of smoothness (introduced in [Di-99]) is given for $0 < t < \pi/2$ by

$$\omega^r(f, t)_B = \sup \{ \| \Delta^r \rho f \|_B : \rho \in SO(d) \text{ and } \rho x \cdot x \geq \cos t \text{ for all } x \in S^{d-1} \}$$

where $SO(d)$ is the group of $d \times d$ orthogonal matrices of determinant 1, $r \in \mathbb{N}$, and $\Delta^k \rho f(x)$ is given by

$$\Delta^k \rho f(x) = \Delta f(x)$$

The main result of this paper is the equivalence between $\omega^r(f, t)_p = \omega^r(f, t)_{L_p(S^{d-1})}$ and the $K$-functional $\tilde{K}_r(f, t)_p = \tilde{K}_r(f, t)_{L_p(S^{d-1})}$, that is,

$$C^{-1} \tilde{K}_r(f, t^r)_p \leq \omega^r(f, t)_p \leq C \tilde{K}_r(f, t^r)_p, \quad 1 < p < \infty,$$
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which we denote by $\omega^r(f, t)_p \approx \tilde{K}_r(f, t^r)_p$. In this paper the symbol “$\approx$” signifies that a relation such as (1.3) holds, and $f$ is always a real-valued function on $S^{d-1}$.

To define and describe $\tilde{K}_r(f, t^r)_B$, we write

\begin{equation}
(1.4) \quad \tilde{K}_r(f, t^r)_B = \inf \{ \| f - g \|_B + t^r \|(-\tilde{\Delta})^{r/2}g \|_B : (-\tilde{\Delta})^{r/2}g \in B \}
\end{equation}

where $\tilde{\Delta}$ is the Laplace–Beltrami differential operator on $S^{d-1}$. We recall that

\begin{equation}
(1.5) \quad \tilde{\Delta}f(x) = \Delta F(x), \quad x \in S^{d-1}, \quad F(x) = f(x/|x|), \quad \Delta = \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_d^2}.
\end{equation}

We now define $(-\tilde{\Delta})^{\alpha} f$ for $\alpha \in \mathbb{R}$. The finite-dimensional space $H_k$ of eigenfunctions of $\tilde{\Delta}$ is given by

\begin{equation}
(1.6) \quad H_k = \{ \varphi : \tilde{\Delta}\varphi = -k(k + d - 2)\varphi \}, \quad k = 0, 1, \ldots,
\end{equation}

and the projection $P_k f$ of $f$ on $H_k$ is given by

\begin{equation}
(1.7) \quad P_k f = \sum_{l=1}^{d_k} \left\{ \int_{S^{d-1}} f(y) Y_{k,l}(y) \, dy \right\} Y_{k,l}
\end{equation}

where $Y_{k,l}$ is any real orthonormal basis of $H_k$. For any Banach space satisfying $B \subset L_1(S^{d-1})$, (1.7) is well defined and the expansion of $f$ by $P_k f$ is denoted by $f \sim \sum P_k f$. The operator $(-\tilde{\Delta})^{\alpha} f$ is then given by

\begin{equation}
(1.8) \quad (-\tilde{\Delta})^{\alpha} f \sim \sum k^{\alpha}(k + d - 2)^{\alpha} P_k f
\end{equation}

(defined for $\alpha < 0$ only when $P_0 f = 0$), and $(-\tilde{\Delta})^{\alpha} f \in B$ when there exists $\Phi \in B$ such that $P_k \Phi = k^{\alpha}(k + d - 2)^{\alpha} P_k f$ for all $k$. We note that for $\alpha = r \in \mathbb{N}$, $(-\tilde{\Delta})^r = (-1)^r \tilde{\Delta}^r$ where $\tilde{\Delta}^r$ is the $r$th iterate of $\tilde{\Delta}$ given in (1.5).

In Section 10 we apply the equivalence (1.3) to obtain a generalization of the sharp Jackson inequalities and of the lower estimates for functions in $L_p(S^{d-1})$, $1 < p < \infty$ (see [Dai-Di-Ti]), and we believe other applications will be given in the future. In Section 2 we present some additional required notations. In Sections 3–5 results needed to establish (1.3) for $r = 1$ are given. For odd $d$, the operator
Measures of smoothness

1. Measures of smoothness

A \theta f(x) = \int_{SO(d)} f(Q M_\theta Q^{-1} x) dQ, \quad \int_{SO(d)} dQ = 1,

(1.9)

M_\theta = \begin{pmatrix}
\sin \theta & \cos \theta \\
-\cos \theta & \sin \theta \\
\vdots & \ddots & \ddots & \ddots \\
0 & \cdots & \sin \theta & \cos \theta \\
-\cos \theta & \sin \theta & \ddots & \ddots & \ddots & 1
\end{pmatrix}

and for combinations of A_{j\theta} f, a strong converse inequality of type A (in the terminology of [Di-Iv]) given in Sections 6 and 7 plays an important role in the proof of (1.3). We prove the strong converse inequality and the equivalence for a more general space than just L_p(S^{d-1}), and we hope it will be of use in the future as well.

In Section 8 we give an alternative description of \omega^r(f,t) by a different K-functional, and in Section 9 we conclude the proof of (1.3).

2. Preliminaries. We introduce the operator

D^\alpha f \sim \sum_{k=1}^{\infty} (2k + d - 2)^{2\alpha} P_k f

(2.1)

with P_k f of (1.7), \alpha \in \mathbb{R} and D^\alpha f \in L_p(S^{d-1}) if there exists \Phi \in L_p(S^{d-1}) such that P_k \Phi = (2k + d - 2)^{2\alpha} P_k f for all k. We note that D^\alpha f is related to (-\tilde{\Delta})^\alpha f by

\|(-\tilde{\Delta})^\alpha f\|_p \approx \|D^\alpha f\|_p \quad \text{for } 1 \leq p \leq \infty, \alpha \in \mathbb{R} \text{ and } P_0 f = 0,

(2.2)

as can easily be verified using the Abel transformation. In fact, we have to show that \{(2k + d - 2)^{2\alpha}/(k(k+d-2))\} is a bounded multiplier operator on L_p(S^{d-1}) for all \alpha \in \mathbb{R} when P_0 f = 0. Following [Da-Di-07, Section 4], we have to show that \{(4+(d-2)^2/(k(k+d-2)))\} satisfies the condition E(m) of [Da-Di-07, Definition 4.1]. This in turn follows from the obvious estimate

\left| \frac{d^l}{dx^l} \left( 4 + \frac{(d-2)^2}{x(x+d-2)} \right)^\alpha \right| \leq c_l(x+1)^{-l-1}, \quad x \geq 0, l = 0, 1, \ldots.

Note that the conditions E(m) for positive and negative \alpha are symmetric.

We can now follow the proof of Theorem 4.3 of [Da-Di-07] and in particular of (4.7) there, which uses the Abel transformation (summation by parts).

For f \in C^1(S^{d-1}) we can define the tangential gradient of f, grad_tan f,

grad_tan f = \nabla F|_{S^{d-1}}, \quad F(x) = f(x/|x|) \quad \text{for } x \in \mathbb{R} \setminus \{0\}

(2.3)
where $\nabla F = \text{grad} F$ is the gradient of $F$, i.e. $\nabla F = (\partial F/\partial x_1, \ldots, \partial F/\partial x_d)$. In terms of spherical coordinates (see [Er, Chapter XI]) given by

$$
\begin{align*}
\left\{ 
\begin{array}{l}
x_1 = r \cos \theta_1, \\
x_2 = r \sin \theta_1 \cos \theta_2, \\
\vdots \\
x_{d-1} = r \sin \theta_1 \ldots \sin \theta_{d-2} \cos \varphi, \\
x_d = r \sin \theta_1 \ldots \sin \theta_{d-2} \sin \varphi,
\end{array}
\right.
\end{align*}
$$

(2.4)

we have

$$
\begin{align*}
\text{grad}_{\tan} u &= \left( \frac{\partial u}{\partial \theta_1}, \frac{1}{\sin \theta_1} \frac{\partial u}{\partial \theta_2}, \ldots, \frac{1}{\sin \theta_1 \ldots \sin \theta_{d-2}} \frac{\partial u}{\partial \varphi} \right), \\
\nabla u &= \left( \frac{\partial}{\partial r}, \frac{1}{r} \text{grad}_{\tan} u \right),
\end{align*}
$$

(2.5)

$$
\tilde{\Delta} u = (\sin \theta_1)^{-d+2} \frac{\partial}{\partial \theta_1} (\sin \theta_1)^{d-2} \frac{\partial u}{\partial \theta_1}
$$

$$
\begin{align*}
&+ (\sin \theta_1)^{-2} (\sin \theta_2)^{-d+3} \frac{\partial}{\partial \theta_2} (\sin \theta_2)^{d-3} \frac{\partial u}{\partial \theta_2} \\
&+ \cdots + \\
&+ (\sin \theta_1 \ldots \sin \theta_{d-3})^{-2} (\sin \theta_{d-2})^{-1} \frac{\partial}{\partial \theta_{d-2}} \sin \theta_{d-2} \frac{\partial u}{\partial \theta_{d-2}} \\
&+ (\sin \theta_1 \ldots \sin \theta_{d-2})^{-2} \frac{\partial^2 u}{\partial \varphi^2},
\end{align*}
$$

(2.6)

$$
\Delta u = r^{-d+1} \frac{\partial}{\partial r} \left( r^{d-1} \frac{\partial u}{\partial r} \right) + r^{-2} \tilde{\Delta} u.
$$

We observe that while $\text{grad}_{\tan} f$ and $\tilde{\Delta} f$ given in (2.5) and (2.6) are not restricted to the unit sphere, they coincide on the unit sphere with (2.3) and (1.5). In particular, what may seem like a discrepancy between the number of components of (2.3) and (2.6) does not exist, as (2.5) is the projection of (2.3) on the hyperplane perpendicular to the vector $r$, i.e. $x/|x|$, and in the $r$ direction the derivative equals 0. We will utilize mainly (2.3) and (1.5) but will refer to (2.5) and (2.6) which we hope will help those more familiar with those forms.

We will use many identities and estimates from [Sz] and [An-As-Ro] on Jacobi and ultraspherical polynomials and we now give the notation used there.

**Definition 2.1.** The Jacobi polynomials $P^{(\alpha,\beta)}_n(x)$ and the ultraspherical polynomials $P^\lambda_n(x) = C^\lambda_n(x)$ are orthogonal systems of polynomials with
respect to the weights \((1 - x)^\alpha (1 + x)^\beta\) and \((1 - x^2)^{\lambda - 1/2}\) on \([-1, 1]\). The normalization of \(P_n^{(\alpha, \beta)}(x)\) and \(P_n^\lambda(x) = C_n^\lambda(x)\) is given by

\[
P_n^{(\alpha, \beta)}(1) = \binom{n + \alpha}{n} = \frac{\Gamma(n + \alpha + 1)}{n!\Gamma(\alpha + 1)}
\]

\[
P_n^\lambda(1) = C_n^\lambda(1) = \frac{\Gamma(n + 2\lambda)}{n!\Gamma(2\lambda)}.
\]

The normalization (2.7) follows from [Sz] (4.1.1) and (4.3.1) and [An-As-Ro] (2.5.13') for \(P_n^{(\alpha, \beta)}(x)\), and from [Sz] (4.7.3), p. 81 and [An-As-Ro] p. 302 for \(P_n^\lambda(x) = C_n^\lambda(x)\). Clearly, (2.7) implies

\[
P_n^\lambda(x) = C_n^\lambda(x) = \frac{\Gamma(2\lambda + n)\Gamma(\lambda + 1/2)}{\Gamma(2\lambda)\Gamma(\lambda + 1/2 + n)} P_n^{(\lambda-1/2, \lambda-1/2)}(x).
\]

3. The case \(r = 1\). For \(r = 1\) we obtain the equivalence as a result of the following theorem. We set \(\Pi_n = \text{span}(\bigcup_{k=0}^n H_k)\).

**Theorem 3.1.** Suppose \(f \in \bigcup_{N=0}^\infty \Pi_N\), and \(\text{grad}_\tan f\) and \((-\tilde{\Delta})^\alpha f\) are given by (2.3) and (1.8) respectively. Then for \(1 < p < \infty\),

\[
\|\text{grad}_\tan f\|_{L_p(S^{d-1})} \approx \|(-\tilde{\Delta})^{1/2} f\|_{L_p(S^{d-1})}.
\]

**Remark 3.2.** The equivalence (3.1) means that whenever one side exists (i.e. is finite), the other side is finite and equivalent. The constants of the equivalence depend on \(p\) and \(d\) but not on \(f\). In fact, we need and will prove (3.1) just for spherical harmonic polynomials, but because of the density of \(\text{span}(\bigcup_{k=0}^\infty H_k)\) in \(L_p(S^{d-1})\), (3.1) is valid whenever \((-\tilde{\Delta})^{1/2} f \in L_p\), in which case the definition of \(\text{grad}_\tan f\) in (2.3) can be extended by density.

For the proof of Theorem 3.1 we need the following two results.

**Lemma 3.3.** For \(f, g \in C^2(S^{d-1})\),

\[
\langle -\tilde{\Delta} f, g \rangle = \langle \text{grad}_\tan f, \text{grad}_\tan g \rangle \quad \text{where} \quad \langle \varphi, \psi \rangle \equiv \int_{S^{d-1}} \varphi(x)\psi(x)\,d\sigma(x).
\]

**Theorem 3.4.** For \(f \in \Pi_N\), \(1 < p < \infty\) and \(D^\alpha f\) given by (2.1) we have

\[
\|\text{grad}_\tan (D^{-1/2} f)\|_{L_p(S^{d-1})} \leq C \|f\|_{L_p(S^{d-1})}
\]

where \(C\) depends on \(p\) and \(d\) but not on \(f\) and \(N\).

Lemma 3.3 is known: see [Mu] p. 80, Lemma 1]. We are grateful to the referee for pointing this out. The proof of Theorem 3.4 which is the main ingredient of the proof of Theorem 3.1 will be given in Sections 4 and 5.
Proof of Theorem 3.1 (assuming Theorem 3.4). Using (3.3) and (2.2), we have, for \( f \in \Pi_N \) and \( 1 < p < \infty \),
\[
(3.4) \quad \| \text{grad}_{\tan} f \|_p = \| \text{grad}_{\tan}(D^{-1/2}D^{1/2}f) \|_p \leq C\|D^{1/2}f\|_p \\
\leq C_1\|(-\tilde{\Delta})^{1/2}f\|_p.
\]
To show the converse inequality, we assume \( f \in \Pi_N \) and let \( V_Nf \) be an operator satisfying \( V_Ng = g \) for \( g \in \Pi_N \), \( V_Ng \in \Pi_{2N} \) for all \( g \in L_p \) and \( \|V_Ng\|_p \leq A\|g\|_p \) for all \( g \in L_p(S^{d-1}) \), \( 1 \leq p \leq \infty \). (That is, \( V_N \) is a delayed mean or de la Vallée Poussin-type operator.) We now have (for \( f \in \Pi_N \), \( 1 < p < \infty \) and \( q^{-1} + p^{-1} = 1 \))
\[
\|(-\tilde{\Delta})^{1/2}f\|_p = \sup_{\|g\|_q \leq 1} \langle (-\tilde{\Delta})^{1/2}f, g \rangle \\
= \sup_{\|g\|_q \leq 1} \langle (-\tilde{\Delta})^{1/2}f, V_Ng \rangle \\
\leq \sup_{\|h\|_q \leq A, h \in \Pi_{2N}} \langle (-\tilde{\Delta})^{1/2}f, h \rangle \\
\]
(and, as \( (\tilde{\Delta})^{1/2}f \) is orthogonal to constants)
\[
\leq \sup_{\|h\|_q \leq A, h \in \Pi_{2N}} \langle (-\tilde{\Delta})^{1/2}f, h - P_0h \rangle \\
\leq \sup_{\|h\|_q \leq A_1, h \in \Pi_{2N}, P_0h=0} \langle (-\tilde{\Delta})^{1/2}f, h \rangle \\
\leq \sup_{\|h\|_q \leq A_1, P_0h=0, h \in \Pi_{2N}} \langle (-\tilde{\Delta})^{1/2}f, (-\tilde{\Delta})^{1/2}((-\tilde{\Delta})^{-1/2}h) \rangle \\
\leq \sup_{\|h\|_q \leq A_1, P_0h=0, h \in \Pi_{2N}} \langle (-\tilde{\Delta})f, (-\tilde{\Delta})^{-1/2}h \rangle
\]
(which, recalling Lemma 3.3)
\[
= \sup_{\|h\|_q \leq A_1, P_0h=0, h \in \Pi_{2N}} \langle \text{grad}_{\tan} f, \text{grad}_{\tan}((-\tilde{\Delta})^{-1/2}h) \rangle
\]
(and by the Hölder inequality)
\[
\leq \sup_{\|h\|_q \leq A_1, P_0h=0, h \in \Pi_{2N}} \|\text{grad}_{\tan} f\|_p \|\text{grad}_{\tan}((-\tilde{\Delta})^{-1/2}h)\|_q
\]
(and by Theorem 3.4)
\[
\leq C\|\text{grad}_{\tan} f\|_p \sup_{\|h\|_q \leq A_1, h \in \Pi_{2N}} \|D^{1/2}((-\tilde{\Delta})^{-1/2}h)\|_q
\]
(and by (2.2))
\[ \leq C_1 \| \text{grad}_\tan f \|_p \sup_{\| h \| \leq A_1} \| h \|_q \leq C_1 A_1 \| \text{grad}_\tan f \|_p. \]

4. Essential estimates. In this section we will prove several estimates that will culminate in the proof of Theorem 3.4 in the next section.

For \( P_k^{((d-3)/2,(d-3)/2)} \) given in Definition 2.1 we have

\begin{equation}
P_k f(x) = A(k,d) \int_{S^{d-1}} f(y) P_k^{((d-3)/2,(d-3)/2)}(x \cdot y) \, d\sigma(y)
\end{equation}

where \( d\sigma(y) \) is the Haar measure on \( S^{d-1} \) satisfying \( \int_{S^{d-1}} d\sigma(y) = |S^{d-1}| \), and

\[ A(k,d) = \frac{1}{|S^{d-1}|} \frac{(d + 2k - 2) \Gamma((d-1)/2)(k + d - 3)!}{(d-2)! \Gamma(k + (d-1)/2)} \]

as follows from [St-We] pp. 143–144] together with (2.7). We define the multiple of \( P_k^{(\alpha,\beta)}(x) \), \( E_k^{(\alpha,\beta)}(x) \), by

\begin{equation}
E_k^{(\alpha,\beta)}(t) = \frac{\Gamma((d-1)/2)}{\Gamma(d-1)} \frac{1}{|S^{d-1}|} \times \frac{(2k + \alpha + \beta + 1) \Gamma(k + \alpha + \beta + 1)}{\Gamma(k + \beta + 1)} P_k^{(\alpha,\beta)}(t),
\end{equation}

and by [St-We] pp. 143–144], (4.1) takes the form

\begin{equation}
P_k f(x) = \int_{S^{d-1}} f(y) E_k^{((d-3)/2,(d-3)/2)}(x \cdot y) \, dy.
\end{equation}

We now define the kernel \( K_N(t) \) by

\begin{equation}
K_N(t) \equiv \sum_{k=1}^{2N} \eta \left( \frac{k}{N} \right) \frac{1}{2k + d - 2} E_k^{((d-3)/2,(d-3)/2)}(t)
\end{equation}

where \( \eta \in C^\infty[0, \infty) \), \( \eta(t) = 1 \) for \( t \leq 1 \) and \( \eta(t) = 0 \) for \( t \geq 2 \).

We need the estimate of \( K_N^{(i)}(\cos \theta) \) given in the following result.

Theorem 4.1. For \( i = 0, 1, \ldots \) and \( \theta \in (0, \pi) \),

\begin{equation}
|K_N^{(i)}(\cos \theta)| \leq C(N^{-1} + \theta)^{-d-2i+2}
\end{equation}

where \( K_N^{(i)}(\cos \theta) \) is \( K_N^{(i)}(t) = (d/dt)^i K_N(t) \) evaluated at \( t = \cos \theta \).

For the proof of (4.4) we need the following lemma.

Lemma 4.2. For \( \alpha \geq \beta \geq 0 \) and \( k = 0, 1, \ldots \) we have

\begin{equation}
\frac{1}{2k + \alpha + \beta + 2} E_k^{(\alpha+1,\beta)}(t) = \sum_{j=0}^{k} E_j^{(\alpha,\beta)}(t)
\end{equation}
and

\[
|E_k^{(\alpha,\beta)}(\cos \theta)| \leq \begin{cases} 
C k^{2\alpha+1}, & 0 \leq \theta \leq k^{-1}, \\
C k^{\alpha+1/2} \theta^{-\alpha-1/2} (\pi - \theta)^{-\beta-1/2}, & k^{-1} \leq \theta \leq \pi - k^{-1}, \\
C k^{\alpha+\beta+1}, & \pi - k^{-1} < \theta \leq \pi.
\end{cases}
\]

\[\text{Proof.}\] The identity (4.5) follows from [Sz, (9.4.3), p. 255], in which we use \(k = 0\) and recall (4.2) and \(C_k^{l} = \binom{l+k}{l}\). The estimate (4.6) follows from [Sz, (7.32.5) and (4.1.3)] using (4.2) and

\[\Gamma(x + a) / \Gamma(x) = x^a + O(x^{a-1}) \text{ as } x \to \infty \text{ for } a \in \mathbb{R}.\]

We are now in a position to prove Theorem 4.1.

\[\text{Proof of Theorem 4.1.}\] We follow the proof of Lemma 3.1 of [Br-Da]. Using [Sz, (4.21.7), p. 63] we have

\[
\frac{d}{dt} \{P_k^{(\alpha,\beta)}(t)\} = \frac{k + \alpha + \beta + 1}{2} P_k^{(\alpha+1,\beta+1)}(t)
\]

and hence

\[
\frac{d}{dt} \{E_k^{(\alpha,\beta)}(t)\} = \frac{1}{2} E_k^{(\alpha+1,\beta+1)}(t).
\]

Therefore,

\[
(d/dt)^i K_N(t) \equiv (d/dt)^i \sum_{k=0}^{2N-i} \eta \binom{k+i}{N} \frac{1}{2k + 2i + d - 2} E_k^{((d-3)/2+i,(d-3)/2+i)}(t),
\]

which, by Lemma 4.2 implies

\[
|K_N^{(i)}(t)| \leq C_1(i) \left(1 + \sum_{k=1}^{2N-i} k^{d-3+2i}\right) \leq C_2(i) N^{d-2+2i}.
\]

Using (4.5), we have

\[
\Delta \left\{ \frac{1}{2k + \alpha + \beta + 2} E_k^{(\alpha+1,\beta)}(t) \right\} = E_k^{(\alpha,\beta)}(t)
\]

where \(E_k^{(\alpha+1,\beta)}(t) = 0\), \(\Delta b_{k+1} = b_{k+1} - b_k\) and \(\Delta c_k = c_k - c_{k+1}\).
Therefore, using the Abel transformation (summation by parts), we have

\[(4.10)\]

\[
K_N^{(i)}(t) = C(i) \sum_{k=0}^{\infty} \eta \left( \frac{k + i}{N} \right) \frac{1}{2k + 2i + d - 2} \times \tilde{\Delta} \left\{ \frac{1}{2k + 2i + 1 + d - 2} E_k^{((d-3)/2 + i+1, (d-3)/2+i)}(t) \right\} = C(i) \sum_{k=0}^{\infty} \tilde{\Delta} \left\{ \eta \left( \frac{k + i}{N} \right) \frac{1}{2k + 2i + d - 2} \right\} \times \frac{1}{2k + 2i + 1 + d - 2} E_k^{((d-3)/2 + i+1, (d-3)/2+i)}(t) = C(i) \sum_{k=0}^{\infty} a_{N,j}(k) \frac{1}{2k + d - 2 + 2i + j} E_k^{((d-3)/2 + i+j, (d-3)/2+i)}(t)
\]

where \(a_{N,0}(k) = \eta \left( \frac{k+i}{N} \right)\) and \(a_{N,j+1}(k) \equiv \tilde{\Delta} \left\{ \frac{a_{N,j}(k)}{2k+d-2+2i+j} \right\} \).

We now observe that, for \(a_r \geq 1\),

\[
\left| (\tilde{\Delta})^m \frac{1}{k + a_r} \right| \leq \frac{m!}{(k + 1)^{m+1}}.
\]

Furthermore, as \(\eta(u) \in C^\infty(\mathbb{R}_+)\) and \(\text{supp} \ \eta(u) \subset [0, 2]\), one has

\[
\left| (\tilde{\Delta})^l \eta \left( \frac{k + i}{N} \right) \right| \leq A_l \frac{N^l}{N^i} \quad \text{and hence} \quad \left| (\tilde{\Delta})^l \eta \left( \frac{k + i}{N} \right) \right| \leq \frac{2^l}{(k + 1)^l}.
\]

As \(a_{N,j}(k)\) is a finite sum of terms which are constant times

\[
(\tilde{\Delta})^{m_1} \eta \left( \frac{k + i}{N} \right) \prod_{r=2}^{j+1} (\tilde{\Delta})^{m_r} \frac{1}{k + a_r}
\]

where \(a_r \geq 1, m_1 + \cdots + m_{j+1} = j\) and \(m_r \geq 0\), we have \(|a_{N,j}(k)| \leq C/(k + 1)^{2j}\).

Choosing \(j\) such that \(j > d/2 + i - 1\) and using \((4.6)\) for \(\theta \in (N^{-1}, \pi/2)\), we now have

\[
|K_N^{(i)}(\cos \theta)| \leq C(j,i) \left( 1 + \sum_{1 \leq k \leq \theta^{-1}} k^{d-3+2i} + \theta^{-d/2+1-i-j} \sum_{\theta^{-1} \leq k} k^{d/2+i-j-2} \right)
\]

\[
\equiv C(j,i) (1 + I(\theta) + J(\theta)).
\]

As \(I(\theta) \leq C_1 \theta^{-d+2-2i}\), we have, for \(N \theta \geq 1\),

\[
I(\theta) \leq C_1 \theta^{-d+2-2i} \leq C_1 (N^{-1} + \theta)^{-d-2i+2}.
\]

Recalling that \(j > d/2 + i - 1\), we have

\[
J(\theta) \leq C_2 \theta^{-d/2+1-i-j} \leq C_2 \theta^{-d-2i+2} \leq C_2 (N^{-1} + \theta)^{-d-2i+2}.
\]
For $\theta \in [\pi/2, \pi]$ we choose $j \geq d - 3 + 2i + 2$, and using (4.6) and (4.10), we obtain
\[
|K_N^{(i)}(\cos \theta)| \leq C_2 \sum_{k=1}^{2N-i} k^{-2j-1} k^{d-3+2i+j+1} = C_2 \sum_{k=1}^{2N-i} k^{d-3+2i-j} \leq C_3.
\]
Combining the above estimates with (4.8) (for the case $\theta \in [0, N^{-1}]$), we conclude the proof of (4.4). $\blacksquare$

For $x \cdot y = \cos \theta$, $\theta \in [0, \pi]$, the Euclidean distance $|x - y|$ satisfies $|x - y| = 2|\sin \frac{\theta}{2}| \approx |\theta| = \arccos x \cdot y$, and we have the following corollary of Theorem 4.1

**Corollary 4.3.** Define
\[
G_j(x, y) = K'_N(x \cdot y)[y_j - (y \cdot x)x_j], \quad 1 \leq j \leq d.
\]
Then for $x, y, z \in S^{d-1}$,
\begin{enumerate}
  \item $|G_j(x, y)| \leq C/(N^{-1} + |x - y|)^{d-1}$,
  \item $|y - z| \leq \frac{1}{2}(N^{-1} + |x - y|)$ implies
    \[
    |G_j(x, y) - G_j(x, z)| \leq \frac{C|y - z|}{(N^{-1} + |x - y|)^{d-1}},
    \]
  \item $|x - z| \leq \frac{1}{2}(N^{-1} + |x - y|)$ implies
    \[
    |G_j(x, y) - G_j(z, y)| \leq \frac{C|x - z|}{(N^{-1} + |x - y|)^{d-1}}.
    \]
\end{enumerate}

**Proof.** Using (4.4) with $i = 1$ and $|y_j - (y \cdot x)x_j| \leq |y - (y \cdot x)x| = |\sin \theta| \leq 2|\sin \frac{\theta}{2}| = |x - y|$, where $\theta = \arccos x \cdot y$, we obtain (1). The condition $|y - z| \leq \frac{1}{2}(N^{-1} + |x - y|)$ implies $|x - z| + N^{-1} \leq \frac{3}{2}(|x - y| + N^{-1}) \leq 3(|x - z| + N^{-1})$ or $|x - z| + N^{-1} \approx |x - y| + N^{-1}$. We have
\[
|K'_N(x \cdot y) - K'_N(x \cdot z)| = |K''_N(\cos \theta_1)| |x \cdot y - x \cdot z| = I
\]
where $\cos \theta_1$ is between $x \cdot y$ and $x \cdot z$ and where $\theta_1 \in [0, \pi]$. Using (4.4) with $i = 2$, we have
\[
|K''_N(\cos \theta_1)| \leq C(N^{-1} + \theta_1)^{-d-2} \leq C_1(N^{-1} + |x - y|)^{-d-2}.
\]
Furthermore,
\[
|x \cdot y - x \cdot z| = \frac{1}{2}|x - y|^2 - |x - z|^2 \leq \frac{1}{2}|x - y| - |x - z|(|x - y| + |x - z|) \leq \frac{5}{3}|y - z|(|x - y| + N^{-1}).
\]
Therefore,
\[
I \leq C_2(N^{-1} + |x - y|)^{-d-1}|y - z|.
\]
We now use (4.4) to estimate $|K_N'(x \cdot y)|$, and as
\[
|y_j - (y \cdot x)x_j - z_j + (x \cdot z)x_j| \leq |(y - z) - ((y - z) \cdot x)x| \leq |y - z|,
\]
we complete the proof of (2).

The proof of (3) is the same when $x$ and $y$ are interchanged. ■

5. Proof of Theorem 3.4. We are now ready to prove Theorem 3.4, which is in fact a crucial step in proving Theorem 3.1. To do this, we need the following Calderón–Zygmund decomposition, which is a special case of the result given in [St, p. 17 and p. 37, 8.1] in the context of the sphere.

**Theorem 5.1** (Calderón–Zygmund decomposition, Stein). Suppose $f \in L_1(S^{d-1})$ and $\alpha > |S^{d-1}|^{-1} \int_{S^{d-1}} |f(y)| \, d\sigma(y)$. Then there exists a decomposition $f = g + b$ with $b = \sum_k b_k$ and a sequence $\{B_k\}$ of spherical caps so that:

I. $|g(x)| \leq C \alpha$ for a.e. $x \in S^{d-1}$,
II. $\text{supp}b_k(x) \subset B_k$, $|B_k|^{-1} \int_{B_k} |b_k(x)| \, d\sigma(x) \leq c \alpha$ and $\int_{S^{d-1}} b_k(x) \, d\sigma(x) = 0$,
III. $\sum_k |B_k| \leq (C/\alpha) \int_{S^{d-1}} |f(x)| \, d\sigma(x)$.

We note that a spherical cap is the intersection of $S^{d-1}$ with a ball in $\mathbb{R}^d$ whose center is in $S^{d-1}$.

Now we are in a position to prove Theorem 3.4.

**Proof of Theorem 3.4.** We assume $f \in \Pi_N$. By definition, that is, using (2.1) and (4.3), we have
\[
D^{-1/2} f(x) = \int_{S^{d-1}} f(y)K_N(x \cdot y) \, d\sigma(y).
\]
Therefore,
\[
\text{grad}_\tan(D^{-1/2} f(x)) = \int_{S^{d-1}} f(y) \text{grad}_\tan[K_N(\langle \cdot, y \rangle)](x) \, d\sigma(y)
\]
\[
= \int_{S^{d-1}} f(y) K_N'(x \cdot y)(y - (x \cdot y)x) \, d\sigma(y)
\]
\[
= (T_1 f(x), \ldots, T_d f(x)),
\]
where $\langle \cdot, \cdot \rangle$ denotes the usual dot product in $\mathbb{R}^d$, and
\[
T_j f(x) = \int_{S^{d-1}} f(y)G_j(x, y) \, d\sigma(y)
\]
with $G_j(x, y)$ given by (4.11). To prove our theorem, it suffices to show
\[
\|T_j f\|_p \leq C\|f\|_p \quad \text{for } j = 1, \ldots, d, \ 1 < p < \infty
\]
with $C$ independent of $N$. For $p = 2$ we use Lemma 3.3 to obtain

\begin{equation}
\|T_j f\|^2 \leq \|\nabla \tan(D^{-1/2} f)\|^2 = \|(-\tilde{\Sigma})^{1/2}(D^{-1/2} f)\|^2 \\
\leq \|D^{1/2}(D^{-1/2} f)\|^2 \leq \|f\|^2.
\end{equation}

To prove (5.2) for $1 < p \leq 2$ we may use the Marcinkiewicz interpolation theorem (see St-We, p. 184, Theorem 2.4) and show that $T_j f$ is of weak type $(1,1)$, that is,

\begin{equation}
|E(\alpha, j)| \equiv \{|x \in S^{d-1} : |T_j f(x)| > 2C\alpha\} \leq C_1 \frac{\|f\|_1}{\alpha}.
\end{equation}

As $E(\alpha, j) \subset S^{d-1}$, $|E(\alpha, j)| \leq |S^{d-1}|$, and hence for $\alpha \leq \|f\|_1$, (5.5) is valid with $C_1 \geq |S^{d-1}|$. It remains to prove (5.5) for $\alpha > \|f\|_1$, for which Theorem 5.1 is applicable. For $\alpha > \|f\|_1$ we assume $f = g + b$ with $g$ and $b$ of Theorem 5.1. Applying (5.4) to $g$ gives

\[
\{|x \in S^{d-1} : |T_j g(x)| > C\alpha\} \leq C^{-2} \frac{\|T_j g\|^2}{\alpha^2} \leq C^{-2} \frac{\|g\|^2}{\alpha^2} \leq C' \frac{\|g\|_1}{\alpha}.
\]

Using I and III of Theorem 5.1 we have

\[
\int_{S^{d-1} \setminus \bigcup B_k} |g(x)| \, d\sigma(x) = \int_{S^{d-1} \setminus \bigcup B_k} |f(x)| \, d\sigma(x) \leq \int_{S^{d-1}} |f(x)| \, d\sigma(x)
\]

and

\[
\int_{\bigcup B_k} |g(x)| \, d\sigma(x) \leq C\alpha \left| \bigcup B_k \right| \leq C\alpha \sum_k |B_k| \leq C \int_{S^{d-1}} |f(x)| \, d\sigma(x).
\]

Hence $C' \|g\|_1 / \alpha \leq C_1 \|f\|_1 / \alpha$.

For each $k$ we assume $B_k = B(x_k, r_k) \cap S^{d-1}$ with $x_k \in S^{d-1}$ and $B^*_k = B(x_k, 4r_k) \cap S^{d-1}$. For $x \notin B^*_k$ ($x \in S^{d-1}$), using II of Theorem 5.1 we have

\[
|T_j(b_k)(x)| = \left| \int_{B_k} (G_j(x, y) - G_j(x, x_k)) b_k(y) \, d\sigma(y) \right|
\]

\[
\leq C' \int_{B_k} \frac{|y - x_k|}{|x - x_k|^d} \left| b_k(y) \right| \, d\sigma(y) \leq C' \frac{r_k}{|x - x_k|^d} \int_{B_k} \left| b_k(y) \right| \, d\sigma(y)
\]

\[
\leq C' \frac{B_k}{|x - x_k|^d},
\]

and hence

\[
\int_{(B^*_k)^{c}} |T_j(b_k)(x)| \, d\sigma(x) \leq C'_2 \alpha |B_k|.
\]

Therefore,
\[\{x \in S^{d-1} : |T_j b(x)| > C \alpha\}\]
\[\leq \left| \bigcup_k B_k^* \right| + \left| \left\{ x \in \left( \bigcup_k B_k^* \right)^c : |T_j(b)(x)| \geq C \alpha \right\} \right|\]
\[\leq \sum_k |B_k^*| + \frac{1}{C \alpha} \int (\bigcup_k B_k^*)^c |T_j(b)(x)| d\sigma(x)\]
\[\leq \sum_k |B_k^*| + \frac{1}{C \alpha} \sum_k (B_k^*)^c |T_j(b_k)| d\sigma(x)\]
\[\leq C_3 \sum_k |B_k| \leq C_4 \frac{\|f\|_1}{\alpha}.\]

This concludes the proof of (5.3) for \(1 < p \leq 2\).

To prove (5.3) for \(2 < p < \infty\), we define
\[T_j^* g(x) = \int_{S^{d-1}} f(y) G_j(y, x) d\sigma(y).\]

Using Fubini’s theorem, we have
\[(5.6) \quad \int_{S^{d-1}} T_j f(x) \cdot g(x) d\sigma(x) = \int_{S^{d-1}} f(x) T_j^* g(x) d\sigma(x),\]
and hence \(\|T_j^*\|_{(p', p')} = \|T_j\|_{(p, p')}.\) We now follow the considerations earlier in the proof of Theorem 3.4 using (3) of Corollary 4.3 (instead of (2)), to show
\[(5.7) \quad \|T_j^* g\|_q \leq C' \|g\|_q \quad \text{for } 1 < q \leq 2,\]
which, together with (5.6), completes the proof of (5.3) and of our theorem. 

6. A strong converse inequality of type A. We define the operator \(A_\theta\) by
\[(6.1) \quad A_\theta f(x) = \int_{SO(d)} f(Q^{-1} M_\theta Q x) dQ, \quad \int_{SO(d)} dQ = 1,\]
where \(Q \in SO(d), x \in S^{d-1}, dQ\) is the Haar measure on \(SO(d)\) and \(M_\theta\) is the \(d \times d\) matrix given by
\[(6.2) \quad M_\theta = \begin{bmatrix} \cos \theta \sin \theta \\ - \sin \theta \cos \theta \end{bmatrix} \quad \text{or} \quad \begin{bmatrix} \cos \theta \sin \theta & 0 \\ - \sin \theta \cos \theta & 1 \end{bmatrix} \]
\[\cdots \begin{bmatrix} \cos \theta \sin \theta & 0 \\ - \sin \theta \cos \theta & 1 \end{bmatrix} \quad \begin{bmatrix} \cos \theta \sin \theta & 0 \\ - \sin \theta \cos \theta & 1 \end{bmatrix}\]
when $d$ is even or odd respectively. Clearly, $A_{\theta}$ is a contraction operator on $L_p(S^{d-1})$, $1 \leq p \leq \infty$. In fact, on a Banach space $B$ of functions $f$ on $S^{d-1}$ satisfying

$$
\|f(\rho \cdot)\|_B = \|f(\cdot)\|_B \quad \text{and} \quad \|f(\rho \cdot) - f(\cdot)\|_B \to 0 \quad \text{as} \quad |\rho - I| \to 0$$

where $\rho \in SO(d)$ and $|\rho - I| = \max_{x \in S^{d-1}} |\rho x - x|$, $A_{\theta}$ is also a well-defined continuous contraction operator, that is, satisfying $\|A_{\theta} f\|_B \leq \|f\|_B$ and $\|A_{\theta_1} f - A_{\theta} f\|_B = o(1)$ as $|\theta_1 - \theta| \to 0$.

The main result of this section, which is proved in the next section, is the following strong converse inequality of type $A$ (in the terminology of [Di-Iv]), which yields an equivalence between special combinations of $A_{j\theta} f$ and the appropriate $K$-functionals.

**Theorem 6.1.** Suppose $l \in N$, $0 < \theta \leq \pi/(2l)$, $f \in B \subset L_1(S^{d-1})$ for some $d \geq 3$, and the Banach space $B$ satisfies (6.3). Then

$$
\|A_{\theta,l} f - f\|_B \approx \inf_{\Delta^l g \in B} (\|f - g\|_B + \theta^{2l} \|\Delta^l g\|_B) \equiv \tilde{K}_{2l}(f,\theta^{2l})_B
$$

where

$$
A_{\theta,l} f(x) = -\frac{2}{(2l)} \sum_{j=1}^{l} (-1)^j \left( \frac{2l}{l - j} \right) A_{j\theta} f(x)
$$

and $A_{\tau} f(x)$ is given in (6.1).

**Remark 6.2.** For even dimension $d$ ($d > 3$),

$$
A_{\theta} f(x) = S_{\theta} f(x) = \frac{1}{m_{\theta}} \int_{x \cdot y = \cos \theta} f(y) \, dy, \quad m_{\theta} = \int_{x \cdot y = \cos \theta} dy
$$

(see [Da-Di-08 Th. 2.1]), and hence $A_{\theta,l} f = S_{\theta,l} f$ with $S_{\theta,l} f$ of [Da-Di-04 (1.7)]. This means that Theorem 6.1 was already proved (for even $d$) in [Da-Di-04 Th. 4.1] for $B = L_p(S^{d-1})$ ($1 \leq p \leq \infty$) and in [Da-Di-08 Th. 3.3] for $B$ satisfying (6.3).

For the proof of Theorem 6.1 (for odd $d$) we need a few lemmas. As we use many results from [Sz] and from [An-As-Ro], we remind the reader again that the systems of polynomials $\{P_n(\alpha,\beta)(x)\}$ and $\{C_n^\lambda(x)\} = \{P_n^\lambda(x)\}$ are the orthogonal polynomials with respect to $(1 - x)^\alpha(1 + x)^\beta$ and $(1 - x^2)^{\lambda-1/2}$ on $[-1,1]$ which are normalized by (2.7) (see Definition 2.1).

Perhaps the crucial result of this section is the simple description of $A_{\theta} f$ (for odd $d$) given in the following theorem.
Theorem 6.3. Suppose $A_\theta f$ is given by (6.1) with odd $d \geq 3$ and $M_\theta$ is given in (6.2). Then for $f \in L_1(S^{d-1})$ satisfying $f \sim \sum_{k=0}^{\infty} P_k f$ we have

(6.7)

$$A_\theta f \sim \sum_{n=0}^{\infty} R_n^{(\lambda,\lambda-1)}(\cos \theta) P_n f, \quad \lambda = \frac{d-2}{2}, \quad R_n^{(\lambda,\lambda-1)}(x) = \frac{P_n^{(\lambda,\lambda-1)}(x)}{P_n^{(\lambda,\lambda-1)}(1)}.$$  

For comparison, we note that [Da-Di-08, Th. 2.1] and classical results imply, for even $d > 3$,

$$A_\theta f \sim \sum_{n=0}^{\infty} R_n^{(\lambda,\lambda)}(\cos \theta) P_n f, \quad \lambda = \frac{d-2}{2}, \quad R_n^{(\lambda,\lambda)}(x) = \frac{P_n^{(\lambda,\lambda)}(x)}{P_n^{(\lambda,\lambda)}(1)}.$$  

Proof. Using [Da-Di-08, Th. 4.1, (4.4)], we have

$$A_\theta f(x) = c \int_0^{\pi/2} \cos^{d-2} \varphi S_{\psi(\varphi, \theta)} f(x) d\varphi,$$

where $c \int_0^{\pi/2} \cos^{d-2} \varphi d\varphi = 1$ and $\sin(\frac{1}{2} \psi(\varphi, \theta)) = (\sin \frac{\theta}{2}) \cos \varphi$. Since we have $S_{\psi(\varphi, \theta)} h(x) \in H_n$ for $h \in H_n$, it follows that

$$P_n(A_\theta f) = c \int_0^{\pi/2} \cos^{d-2} \varphi S_{\psi(\varphi, \theta)} P_n f d\varphi$$

and hence

$$A_\theta f \sim \sum_{n=0}^{\infty} m_n(\theta) P_n f, \quad m_n(\theta) = c \int_0^{\pi/2} \cos^{d-2} \varphi \frac{C_\lambda^\mu(\cos \psi(\varphi, \theta))}{C_\lambda^\mu(1)} d\varphi.$$

A change of variables and use of the definition of $\psi(\varphi, \theta)$ yield

$$m_n(\theta) = \frac{c}{2C_\lambda^\mu(1)} \int_0^{\pi/2} \sin^{2\lambda} \varphi C_\lambda^\mu(\cos^2 \varphi + \sin^2 \varphi \cos \theta) d\varphi.$$

Thus, using (2.8) and the fact that $m_n(0) = 1$, we are reduced to showing

(6.8) $R_n^{(\lambda,\lambda-1)}(\cos \theta) = c \int_0^{\pi/2} \sin^{2\lambda} \varphi R_n^{(\lambda-1/2,\lambda-1/2)}(\cos^2 \varphi + \sin^2 \varphi \cos \theta) d\varphi,$

where $R_n^{(\alpha,\beta)}(t) = P_n^{(\alpha,\beta)}(t)/P_n^{(\alpha,\beta)}(1)$. The referee kindly pointed out that

(6.8) can be deduced easily from the following formula which can be found in [Sz] (4.10.11), p. 96:

(6.9) $(1-x)^{\alpha+\mu} R_n^{(\alpha+\mu,\beta-\mu)}(x) = \frac{\Gamma(\alpha + \mu + 1)}{\Gamma(\alpha + 1)\Gamma(\mu)} \int_x^1 (1-y)^{\alpha} R_n^{(\alpha,\beta)}(y)(y-x)^{\mu-1} dy.$
In fact, performing a change of variable \( y = (1 - \cos \theta) \cos^2 \varphi + \cos \theta \), we deduce from (6.9) that
\[
R_n^{(\alpha+\mu,\beta-\mu)}(\cos \theta)
= \frac{\Gamma(\alpha + \mu + 1)}{\Gamma(\alpha + 1)\Gamma(\mu)} (1 - \cos \theta)^{-\alpha-\mu} \int_{\cos \theta}^1 (1 - y)^\alpha R_k^{(\alpha,\beta)}(y)(y - \cos \theta)^{\mu-1} \, dy
= \frac{2\Gamma(\alpha + \mu + 1)}{\Gamma(\alpha + 1)\Gamma(\mu)} \pi^{\mu/2} \int_0^{\pi/2} \sin^{2\alpha+1} \varphi \cos^{2\mu-1} \varphi R_n^{(\alpha,\beta)}(\cos^2 \varphi + \sin^2 \varphi \cos \theta) \, d\varphi.
\]

Now setting \( \alpha = \beta = \lambda - 1/2 \) and \( \mu = 1/2 \), we obtain the desired equation (6.8). This completes the proof. ■

To prove Theorem 6.1 for \( B \) satisfying (6.3) and not just for \( L_p, 1 \leq p < \infty \), or when \( d \) is even, we need the following lemma.

**Lemma 6.4.** For \( B \) satisfying (6.3), \( B \subset L_1(S^{d-1}) \) and \( \delta > d - 1 \) one has
\[
\|C_N^\delta f\|_B \leq C\|f\|_B
\]
where
\[
C_N^\delta f = \sum_{k=0}^N A_N^{\delta-k} P_k f \quad \text{and} \quad A_j^\delta = \frac{\Gamma(j + \delta + 1)}{\Gamma(j + 1)\Gamma(\delta + 1)}.
\]

**Proof.** We define
\[
K_N^\delta(\cos \theta) = \sum_{k=0}^N A_N^{\delta-k} P_k f
\]
with \( \|g\|_{p,w,\lambda} = \left\{ \int_0^\pi |g(\theta)|^p w_\lambda(\theta) \, d\theta \right\}^{1/p} \) and
\[
w(\theta) = w_\lambda(\theta) = \left( \frac{\sin \theta}{2} \right)^{2\lambda+1} \left( \frac{\cos \theta}{2} \right)^{2\lambda-1}.
\]
Using [Bo-Cl] Th. 2.1, pp. 230–231] for \( \delta > 2\lambda + 1 = d - 1 \), we have
\[
|K_N^\delta(\cos \theta)| \leq C N^{2\lambda+2} (1 + N\theta)^{-2\lambda-3} \quad \text{for} \quad \theta \in [0, \pi]
\]
and hence
\[
\sup_N \int_0^\pi |K_N(\cos \theta)| w_\lambda(\theta) \, d\theta \leq C_1.
\]

It is sufficient to show the identity
\[
C_N^\delta(f) = \int_0^\pi A_\theta f K_N^\delta(\cos \theta) w_\lambda(\theta) \, d\theta
\]
since, as $A_\theta f$ is continuous and a contraction in $B$, it will imply $\|C_\delta^N f\|_B \leq C_1\|f\|_B$. To prove the above identity, we observe that, for $0 \leq k \leq N$,

$$P_k \left( \int_0^\pi A_\theta f K_\delta^N (\cos \theta) w_\lambda (\theta) \, d\theta \right) = \left[ \int_0^\pi R_k^{(\lambda,\lambda-1)} (\cos \theta) K_\delta^N (\cos \theta) w_\lambda (\theta) \, d\theta \right] P_k f$$

$$= \frac{A^\delta_{N-k} P_k f}{A^\delta_N} = P_k (C_\delta^N f).$$

For convenience we state the following well-known elementary multiplier theorem which is an immediate result of the Abel transformation (summation by parts) and $P_k f = \langle \Delta \rangle^{m+1} \{ (k+m)^m C_k^m f \}$ where $\Delta \mu (k) = \mu (k) - \mu (k-1)$, $\langle \Delta \rangle^r \mu (k) = \langle \Delta \rangle^{r-1} \mu (k) g$, $C_k^m f = 0$ for $k < 0$ and $C_k^m f$ is given by (6.10) with $m = \delta$ for $k \geq 0$.

**Theorem 6.5.** Suppose

$$\|C_n^m f\|_B \leq C \|f\|_B, \quad \sum_{k=0}^\infty \binom{k+m}{k} |(\Delta)^{m+1} \mu (k)| < C$$

and $\mu (k) = o(1)$ as $k \to \infty$. Then

$$\|T_\mu f\|_B \leq C_1 \|f\|_B \quad \text{where} \quad T_\mu f = \sum_{k=0}^\infty \mu (k) P_k f.$$  

**7. Proof of Theorem 6.1.** In Section 6 we stated the strong converse inequality, i.e. Theorem 6.1, and established the setup and preliminary results needed for its proof, which we now give.

**Proof of Theorem 6.1.** As noted in Remark 6.2, we need to prove (6.4) only for odd $d \geq 3$. For the delayed means $\eta_a \theta f$ given by

$$\eta_a \theta f = \sum_{k=0}^\infty \eta (a \theta k) P_k f, \quad \eta \in C^\infty (\mathbb{R}_+), \quad \eta (x) = \begin{cases} 1, & 0 \leq x \leq 1, \\ 0, & 2 \leq x, \end{cases}$$

we have the realization result

$$\tilde{K}_{2r} (f, \theta^{2r})_B \approx \|f - \eta_a \theta f\|_B + \theta^{2r} \|(-\tilde{\Delta})^r \eta_a \theta f\|_B$$

(see [Di-98, Th. 7.1] in which (7.2) is proved using (6.10) for any delayed means). To prove (6.4) we follow [Da-Di-04, Th. 4.1], and using (7.2), it is enough to show for some $a > 0$ that

$$\|f - A_{l,\theta} f\|_B \geq C\|f - \eta_a \theta f\|_B,$$

$$\|f - A_{l,\theta} f\|_B \geq C \theta^{2l} \|(-\tilde{\Delta})^l \eta_a \theta f\|_B,$$

$$\|\eta_a \theta f - A_{l,\theta} \eta_a \theta f\|_B \leq C \theta^{2l} \|\tilde{\Delta}^l \eta_a \theta f\|_B,$$
which correspond to [Da-Di-04] (5.3)–(5.5). It seems now that here and in [Da-Di-04, Section 5] it is sufficient to deal with \( a = 1 \), but in order not to repeat and marginally modify the calculations in [Da-Di-04], we maintain \( \eta_{a\theta} \).

We may also follow [Da-Di-04, (5.6)] and prove as an alternative to (7.3) that
\[
\| A_{l,\theta}^5 (f - \eta_{a\theta} f) \|_B \leq C \| f - A_{l,\theta} f \|_B,
\]
since \( \| A_{l,\theta} f \|_B \leq 2^l \| f \|_B \) and \( \| \eta_{a\theta} f \|_B \leq C_1 \| f \|_B \) imply
\[
\|(I - A_{l,\theta}^5)(f - \eta_{a\theta} f)\|_B = \|(I + A_{l,\theta} + \cdots + A_{l,\theta}^4)(I - A_{l,\theta})(f - \eta_{a\theta} f)\|_B \leq C_2 \| f - A_{l,\theta} f \|_B.
\]

We now set
\[
a_{l}(k, \theta) = \frac{-2}{(2l)!} \sum_{j=1}^{l} (-1)^j \left( \begin{array}{c} 2l \\ l - j \end{array} \right) R_k^{(\lambda, \lambda-1)}(\cos j\theta),
\]
and using Lemma 6.4 and Theorem 6.1 we only have to show that the moments
\[
\begin{align*}
\mu_k^{(1)} &= \frac{1 - \eta(a\theta k)}{1 - a_{l}(k, \theta)} a_{l}(k, \theta)^5, \\
\mu_k^{(2)} &= \frac{(k(k + 2\lambda)\theta^2)^l}{1 - a_{l}(k, \theta)} \eta(a\theta k), \\
\mu_k^{(3)} &= \frac{1 - a_{l}(k, \theta)}{(k(k + 2\lambda)\theta^2)^l} \eta(a\theta k)
\end{align*}
\]
satisfy the conditions of Theorem 6.5 for some \( m > d - 1 \) \((m > 2\lambda + 1)\).

To do this, we first show that for nonnegative integers \( s, k \) and \( \theta \in [0, \pi/2) \), we have
\[
|\langle \Delta \rangle^s R_k^{(\alpha, \beta)}(\cos \theta) | \leq C(s, \alpha, \beta) \theta^s (1 + \theta)^{-\alpha - 1/2},
\]
where \( R_k^{(\alpha, \beta)}(t) = P_k^{(\alpha, \beta)}(t)/P_k^{(\alpha, \beta)}(1). \)

We use [An-As-Ro, (6.4.20), p. 304] together with (6.7) to obtain
\[
\begin{align*}
\langle \Delta \rangle^s R_k^{(\alpha, \beta)}(\cos \theta) &= R_k^{(\alpha, \beta)}(\cos \theta) - R_k^{(\alpha, \beta)}(\cos \theta) \\
&= (1 - \cos \theta) \frac{2k + \alpha + \beta + 2}{2(\alpha + 1)} R_k^{(\alpha+1, \beta)}(\cos \theta),
\end{align*}
\]
and by induction
\[
|\langle \Delta \rangle^s R_k^{(\alpha, \beta)}(\cos \theta) | \leq C_1(s, \alpha, \beta) \max_{2i \leq s} (1 - \cos \theta)^{s-i} k^{s-2i} |R_k^{(\alpha+s-i, \beta)}(\cos \theta)|,
\]
which implies (7.7) using [Sz, (8.21.18), p. 196] for \( k\theta \leq 1 \), and using
\[
|R_k^{(\alpha+s, \beta)}(\cos \theta)| \leq 1 \text{ otherwise}.
\]
We observe that for the estimate of \( \mu_k^{(1)} \) we need for \( k \geq 1/(a\theta) \) the inequalities \( 1 - a_l(k, \theta) \geq v_{\alpha,l} > 0 \) and \( 0 < C_1 \leq (1 - a_l(k, \theta))/(k\theta)^2l < C_2 < \infty \) for \( \theta \in [0, \pi/2] \), both of which follow from [Sz] (4.7.29), p. 83 which yields

\[
R_k^{(\lambda,\lambda-1)}(\cos \theta) = \frac{1}{C_k^{\lambda+1/2}(1) + C_{k-1}^{\lambda+1/2}(1)} C_k^{\lambda+1/2}(\cos \theta) \\
+ \frac{1}{C_k^{\lambda+1/2}(1) + C_{k-1}^{\lambda+1/2}(1)} C_{k-1}^{\lambda+1/2}(\cos \theta)
\]

and the result on \( C_k^{\lambda+1/2}(\cos \theta) \) given in [Da-Di-04] Th. 4.4, p. 278.

The proof now follows the proof in [Da-Di-04] pp. 281–283, with (7.7) used instead of Lemma 4.3 of [Da-Di-04].

8. An equivalence relation. In this section we will introduce and establish a K-functional equivalent to \( \omega_r(f, t)_{p} = \omega_r(f, t)_{L_p(S^{d-1})} \), \( 1 \leq p \leq \infty \). This will not be \( \tilde{K}_r(f, t'p) \), but will be of help in proving \( \tilde{K}_r(f, t'p) \approx \omega_r(f, t)_p \) for \( 1 < p < \infty \). We believe that the equivalence proved in this section (Theorem 8.2) is of independent interest and will turn out useful for various purposes in the future.

**Definition 8.1.** A \( d \times d \) skew-symmetric matrix \( M \) is of class \( \mathcal{M} \) if

\[
M = \begin{pmatrix}
0 & \alpha_1 & & \\
-\alpha_1 & 0 & & \\
& & \ddots & \\
0 & \alpha_k & & \\
& & & -\alpha_k & 0 \\
& & & & \ddots & \\
& & & & & 0
\end{pmatrix}, \quad 0 < \alpha_k \leq \cdots \leq \alpha_1 \leq 1.
\]

It is known (see [Di-99] p. 191 or [Ga] pp. 287–288) that \( \rho \in SO(d) \) satisfies \( |\rho - I| \leq 2 \sin \frac{\theta}{2} \) (or \( \rho x \cdot x \geq \cos \theta \) for all \( x \in S^{d-1} \)) if and only if it can be represented as \( \rho = e^{\theta QMQ^{-1}} \) with \( Q \in SO(d) \) and \( M \in \mathcal{M} \).

For \( g(x) \in C^r(S^{d-1}) \), \( (\partial/\partial t)^r g(e^{tQM}Q^{-1}x)|_{t=u} \) exists in \( C(S^{d-1}) \), that is, for each fixed \( u \) the derivative is in \( C(S^{d-1}) \) and is continuous in \( u \) for \( u \in \mathbb{R} \). We may consider \( (\partial/\partial t)^r g(e^{tQM}Q^{-1}x)|_{t=u} \) as an element of \( L_p(S^{d-1}) \), \( 1 \leq p \leq \infty \), and denote it by \( g^{(r)}(e^{uQM}Q^{-1}.) \). In fact, for \( g \in C^r(S^{d-1}) \) and any space of functions \( B \supset C(S^{d-1}) \) which satisfies (6.3), \( g^{(r)}(e^{uQM}Q^{-1}.) \) is
defined and satisfies
\[
\| g^{(r)}(e^{u_1QM^{-1}} \cdot) \|_B = \| g^{(r)}(e^{u_2QM^{-1}} \cdot) \|_B,
\]
\[
\| g^{(r)}(e^{u_1QM^{-1}} \cdot) - g^{(r)}(e^{u_2QM^{-1}} \cdot) \|_B \to 0 \quad \text{as } u_1 - u_2 \to 0.
\]

For \( P_n \in \text{span}(\bigcup_{k=0}^{n-1} H_k) \) we have \( P_n^{(r)}(e^{uQM^{-1}} \cdot) \in \text{span}(\bigcup_{k=0}^{n-1} H_k) \), since when \( \varphi \in H_k \), the quotient \([\varphi(e^{(u+t)QM^{-1}} x) - \varphi(e^{uQM^{-1}} x)]/t \) is in \( H_k \), and so is its limit (in \( C(S^{d-1}) \), \( L_p(S^{d-1}) \) or \( B \) satisfying (6.3)) as \( t \to 0 \).

We now define the \( K \)-functional \( K_r(f, t^r)_B \) and the realization functional \( R_r(f, n^{-r})_B \) for \( B \) satisfying (6.3) and \( C(S^{d-1}) \subset B \subset L_1(S^{d-1}) \) by
\[
K_r(f, t^r)_B = \inf \{ \| f - g \|_B + t^r \sup_{M \in M, Q \in SO(d)} \| g^{(r)}(e^{uQM^{-1}} \cdot) \|_B : g \in C^r(S^{d-1}) \}
\]

and
\[
R_r(f, n^{-r})_B = \| f - P_n \|_B + n^{-r} \sup_{M \in M, Q \in SO(d)} \| P_n^{(r)}(e^{uQM^{-1}} \cdot) \|_B
\]

with \( P_n \in \text{span}(\bigcup_{k=0}^{n-1} H_k) \)

\[
\| f - P_n \|_B = E_n(f)_B \equiv \inf \left\{ \| f - \varphi \|_B : \varphi \in \text{span}(\bigcup_{k=0}^{n-1} H_k) \right\}.
\]

The main result of this section is now given in the following theorem.

**Theorem 8.2.** Suppose that \( f \in L_p(S^{d-1}) \) with \( 1 \leq p < \infty \), or \( f \in C(S^{d-1}) \) for \( p = \infty \). Then
\[
\omega^r(f, t)_{L_p(S^{d-1})} \approx K_r(f, t^r)_{L_p(S^{d-1})} \approx R_r(f, [1/t]^{-r})_{L_p(S^{d-1})}
\]
where \( K_r(f, t^r)_{L_p(S^{d-1})} \) and \( R_r(f, [1/t]^{-r})_{L_p(S^{d-1})} \) are given by (8.3) and (8.4) for \( B = L_p(S^{d-1}) \).

We note that the concepts in (8.3), (8.4) and (8.5) are given for a Banach space more general than \( L_p(S^{d-1}) \) for the benefit of Remark 8.3

**Proof.** For \( g \in C^r(S^{d-1}) \) and \( \rho \) satisfying \( \rho x \cdot x \geq \cos t \) (for all \( x \in S^{d-1} \)) we have, for \( \rho = \exp(tQM^{-1}) \) with \( M \in M \),
\[
\Delta^r_\rho g(\cdot) = \int_0^t \cdots \int_0^t g^{(r)}(\exp((u_1 + \cdots + u_r)QM^{-1}) \cdot) du_1 \cdots du_r.
\]

Using (8.2) for \( B \) satisfying \( B \subset C(S^{d-1}) \) and (6.3), and in particular for \( B = L_p(S^{d-1}) \), \( 1 \leq p < \infty \), or \( B = C(S^{d-1}) \), we have
\[
\| \Delta^r_\rho g(\cdot) \|_B \leq t^r \| g^{(r)}(e^{uQM^{-1}} \cdot) \|_B.
\]
Choosing now $g$ close to the infimum in (8.3), writing $f = f - g + g$ and recalling $\| \Delta^r_p(f - g)\|_{B} \leq 2^r \|f - g\|_B$, we have

$$\omega^r(f, t^r)_B \leq (1 + \varepsilon)2^r K_r(f, t^r)_B.$$ 

Furthermore, using the definitions (8.3) and (8.4), we have

$$K_r(f, t^r)_B \leq R_r(f, [1/t]^{-r})_B.$$ 

In view of the Jackson inequality (see [Di-04]), we now need only show that for $P_n$ satisfying (8.5) with $B = L_p(S^{d-1})$ to establish $R_r(f, n^{-1})_{L_p(S^{d-1})} \leq C_2 \omega^r(f, 1/n)_{L_p(S^{d-1})}$ and complete the proof of (8.6). To prove (8.7) we need the Bernstein-type inequality

$$n^{-r} \|P_n^{(r)}(e^{uQM_Q^{-1}} \cdot)\|_{L_p(S^{d-1})} \leq C_1 \omega^r(f, 1/n)_{L_p(S^{d-1})}$$

for any $P_n \in \text{span}(\bigcup_{k=0}^{n-1} H_k)$. As the derivative of $P_n(e^{\tauQM_Q^{-1}} \cdot)$ with respect to $\tau$ is in $\text{span}(\bigcup_{k=0}^{n-1} H_k)$, it is sufficient to prove (8.8) for $r = 1$ and use that as the first and inductive step in proving (8.8).

To prove (8.8) for $r = 1$ we observe that

$$\|P_n^{(1)}(e^{uQM_Q^{-1}} \cdot)\|_{L_p(S^{d-1})} \leq \|\text{grad}_{\text{tan}} P_n(\cdot)\|_{L_p(S^{d-1})},$$

We now follow [Di-04, Section 9] (used also in Section 4 here) to write

$$G_n(x \cdot y) = \sum_{k=0}^{2n} \eta \left( \frac{k}{n} \right) \sum_{l=1}^{d_k} Y_{k,l}(x)Y_{k,l}(y)$$

$$= \sum_{k=0}^{2n} \eta \left( \frac{k}{n} \right) E_k^{(d-3)/2,(d-3)/2}(x \cdot y)$$

with $Y_{k,l}(x)$ any orthonormal basis of $H_k$, $\eta(t)$ as given for (4.3), and $E_k^{(d-3)/2,(d-3)/2}(t)$ given in (4.2). We now have

$$P_n(x) = \int_{S^{d-1}} P_n(y) G_n(x \cdot y) dy$$

and

$$|\text{grad}_{\text{tan}} P_n(x)| = \left| \int_{S^{d-1}} P_n(y) \text{grad}_{\text{tan}} [G_n(\cdot, y)](x) dy \right|$$

$$\leq \int_{S^{d-1}} |P_n(y) G_n'(x \cdot y)| \sqrt{1 - (x \cdot y)^2} dy.$$
Therefore,

\[(8.11) \quad \|\text{grad}_{\tan} P_n\|_{L_p(S^{d-1})} \leq C(d) \|P_n\|_{L_p(S^{d-1})} \cdot \|G'_n(t)(1 - t^2)^{(d-2)/2}\|_{L_1[-1,1]}\]

where

\[C(d)\|G_n(t)(1 - t^2)^{(d-3)/2}\|_{L_p[-1,1]} \leq \int_{S^{d-1}} |G_n(x \cdot y)| dy \leq M.\]

Using the Bernstein inequality for the polynomials \(G_n(t)\) (of degree 2n) with weight \((1 - t^2)^{(d-2)/2}\) in \(L_1[-1,1]\) (see [Di-To, Th. 8.4.7]), we have

\[\|\text{grad}_{\tan} P_n\|_{L_p(S^{d-1})} \leq \tilde{C}_n \|P_n\|_{L_p(S^{d-1})} \int_{S^{d-1}} |G_n(x \cdot y)| dy \leq \tilde{C}_1 n \|P_n\|_{L_p(S^{d-1})},\]

and hence (8.8).

To prove (8.7) we first prove the weaker inequality

\[(8.12) \quad \|P^{(r+1)}(e^{uQM}Q^{-1})\|_{L_p(S^{d-1})} \leq C_2 n^{r+1} \omega^r(f, 1/n)_{L_p(S^{d-1})}.\]

We write

\[P_n = P_n - P_2^l + \sum_{j=1}^{l} (P_{2j} - P_{2j-1}) + P_1 \quad \text{where} \quad l = \max\{j : 2^j < n\}\]

and use (8.8) with \(r + 1\) (instead of \(r\)) and with \(n\) or \(2^j\) (instead of just \(n\)) to obtain

\[\|P^{(r+1)}(e^{uQM}Q^{-1})\|_{L_p(S^{d-1})} \leq M \sum_{j=1}^{l} 2^j(r+1) E_{2^j}(f)_{p} \]

\[\leq M_1 \sum_{j=1}^{l} 2^j(r+1) \omega^r(f, 2^{-j})_{p} \]

\[\leq M_2 \sum_{j=1}^{l} 2^j(r+1) 2^{(l-j)r} \omega^r(f, 2^{-l})_{p} \]

\[\leq C_2 n^{r+1} \omega^r(f, n^{-1})_{p},\]

thus establishing (8.12).

Since \(\|f - P_n\|_B \leq C_3 \omega^r(f, 1/n)_B\) was proved for \(B = L_p(S^{d-1})\) in [Di-04] and for more general \(B\) in [Da-Di-08, Th. 6.3], we obtain \(\omega^r(P_n, 1/n)_{L_p(S^{d-1})} \leq (2^r C_3 + 1) \omega^r(f, 1/n)_p\). We now write
\[ \| n^{-r} P_n^{(r)}(e^{uQM} - 1) - \Delta_n^{r} \|_{L_p(S^{d-1})} \]
\[ = \left\| \frac{1}{n} \int_{-u}^{u} \int_{-u}^{u} \int_{0}^{1} P_n^{(r+1)}(e^{(u+t)QM}) \, dt \, du_0 \ldots du_r \right\|_{L_p(S^{d-1})} \]
\[ \leq r n^{-r-1} \| P_n^{(r+1)}(e^{vQM}) \|_{L_p(S^{d-1})} \leq r C_2 \omega^r(f, n^{-1})_p. \]

Therefore,
\[ \| n^{-r} P_n^{(r)}(e^{uQM} - 1) \|_{L_p(S^{d-1})} \leq r C_2 \omega^r(f, n^{-1})_p + (2^r C_3 + 1) \omega^r(f, n^{-1})_p \]
\[ \leq C_4 \omega^r(f, n^{-1})_p. \]

**Remark 8.3.** Examining the proof of Theorem 8.2, one can deduce (8.6) for any Orlicz space \( O \) satisfying (6.3) and \( C(S^{d-1}) \subseteq O \subseteq L_1(S^{d-1}) \), and some other spaces. As we conjecture and hope that (8.6) will be valid for any Banach space \( B \) of functions on \( S^{d-1} \) satisfying (6.3) and \( C(S^{d-1}) \subseteq B \subseteq L_1(S^{d-1}) \), which will follow from (8.8) for such spaces, we concentrated here on the \( L_p(S^{d-1}) \) case which is needed for the proof of the main theorem of this paper.

**9. The main result.** In this section we will prove the equivalence (1.3) written also as
\[ \omega^r(f, t)_p \approx \tilde{K}_r(f, t^r)_p, \quad 1 < p < \infty, \quad r = 1, 2, \ldots, \]
which is the main result of this paper. We first prove:

**Theorem 9.1.** For a function space \( B \) on \( S^{d-1} \) \( \geq 3 \) satisfying \( C(S^{d-1}) \subseteq B \subseteq L_1(S^{d-1}) \) and (6.3), we have
\[ \tilde{K}_{2m}(f, \theta, \theta)_B \leq C \omega_{2m}(f, \theta)_B, \quad m = 1, 2, \ldots. \]

**Proof.** Using \( M_\theta \) of (6.2) (which depends on whether \( d \) is even or odd), we have
\[ \omega_{2m}(f, \theta)_B \geq \sup \{ \| \Delta^2_Q f \|_B : Q \in SO(d) \} \]
\[ \geq \int_{Q \in SO(d)} \| \Delta^2_Q f \|_B \, dQ. \]

Since \( T(\rho) f(x) = f(\rho x) \) satisfies \( \| T(\rho) f \|_B = \| f \|_B \), we obtain
\[ \omega_{2m}(f, \theta)_B \geq \int_{Q \in SO(d)} \| T((Q \theta) Q^{-1})^m \Delta^2_Q f \|_B \, dQ \]
\[ \geq \left\| \int_{Q \in SO(d)} T((Q \theta) Q^{-1})^m \Delta^2_Q f \, dQ \right\|_B \]
\[ = \left( \frac{2m}{m} \right) \| A_{\theta, m} f - f \|_B \geq C^{-1} \tilde{K}_{2m}(f, \theta, \theta)_B, \]
where in the last step we used Theorem 6.1.
For odd $m$ we have only the following somewhat weaker result.

**Theorem 9.2.** For $1 < p < \infty$, $d \geq 3$ and $m = 1, 2, \ldots$,

(9.3) $\tilde{K}_m(f, \theta^m)_p \leq C\omega^m(f, \theta)_p$.

**Proof.** For even $m$, (9.3) was already proved in Theorem 9.1 and hence we only have to prove (9.3) for $m = 2l - 1$ and $l = 1, 2, \ldots$. For $P_n$ satisfying $\|f - P_n\|_p = E_n(f)_p$, $P_n \in \text{span}(\bigcup_{k=0}^{n-1} H_k)$, and using the definition of $\tilde{K}_m(f, \theta^m)_p$ and a Jackson-type inequality (see [Di-04 Th. 8.1]), we have

$$
\tilde{K}_m(f, n^{-m})_p \leq \|f - P_n\|_p + n^{-m}(-\tilde{\Delta})^{m/2} \|P_n\|_p \\
\leq C_1 \omega^r(f, n^{-1})_p + n^{-m}(-\tilde{\Delta})^{m/2} \|P_n\|_p.
$$

Since $\omega^r(P_n, n^{-1})_p \leq \omega^r(P_n - f, n^{-1})_p + \omega^r(f, n^{-1})_p \leq (C_2 + 1) \omega^r(f, n^{-1})_p$, and as both $(-\Delta)^{m/2}$ and $\omega^r$ annihilate constants, it is sufficient to show

(9.4) $n^{-m}(-\tilde{\Delta})^{m/2} \|P_n\|_p \leq C_2 \omega^m(P_n, n^{-1})_p$ for any $P_n \in \text{span}(\bigcup_{k=0}^{n-1} H_k)$.

For $m = 2l - 1$ we apply Theorem 9.1 to $(-\tilde{\Delta})^{l/2} P_n$ and the realization result (see [Di-98 Th. 8.1]) to obtain

$$
\omega^{2l}((-\tilde{\Delta})^{-l/2} P_n, n^{-1})_p \geq C^{-1} \tilde{K}_{2l}((-\tilde{\Delta})^{-1/2} P_n, n^{-2l})_p \\
\geq C^{-1} n^{-2l}((-\tilde{\Delta})^{-l/2} \|P_n\|_p.
$$

We now observe that $\Delta_\rho$ and $(-\tilde{\Delta})^{-1/2}$ commute and hence

$$
\omega^{2l}((-\tilde{\Delta})^{-l/2} P_n, n^{-1})_p = \sup \{ \|\Delta_\rho ((-\tilde{\Delta})^{-1/2} P_n\|_p : \rho \in SO(d), |\rho - I| \leq 1/n \} \\
\leq \sup \{ \|\Delta_\tau ((-\tilde{\Delta})^{-l/2} \Delta_\rho^{-1/2} P_n\|_p : \rho, \tau \in SO(d), |\rho - I| \leq 1/n, |\tau - I| \leq 1/n \}.
$$

We set $Q_{n,\rho} = \Delta_\rho^{-1/2} P_n$ and note that if $P_n \in \text{span}(\bigcup_{k=1}^{n-1} H_k)$, also $Q_{n,\rho} \in \text{span}(\bigcup_{k=1}^{n-1} H_k)$, and using (2.2) as well as Theorems 3.4 and 8.2, we have, for $|\tau - I| \leq 1/n$ and $1 < p < \infty$,

$$
\|\Delta_\tau ((-\tilde{\Delta})^{-1/2} Q_{n,\rho}\|_p \leq A n^{-1} |\text{grad}_{\tan} ((-\tilde{\Delta})^{-1/2} Q_{n,\rho}|_p \leq A_1 n^{-1} \|Q_{n,\rho}\|_p,
$$

which completes the proof of (9.4) and of our theorem.

Theorems 9.1 and 9.2 already yield part of our main result of this paper given in the next theorem.

**Theorem 9.3.** Suppose $f \in L_p(S^{d-1})$, $1 < p < \infty$, $d \geq 3$ and $r = 1, 2, \ldots$. Then

$$
\omega^r(f, \theta)_p \approx \tilde{K}_r(f, \theta^r)_p.
$$

**Proof.** Using Theorem 9.2, we need to show only that

(9.5) $\omega^r(f, \theta)_p \leq C \tilde{K}_r(f, \theta^r)_p$.
We use $E_n(f)_p \leq C_1 \tilde{K}_r(f,1/n)_p$ (see [Di-98 Th. 6.1]), the realization of $	ilde{K}_r(f,1/n)_p$ (see [Di-98 Th. 6.2]), and the relation $\omega^r(f,1/n)_p \approx R_r(f,1/n^r)_p$ in Theorem 8.2 to reduce the proof of (9.5) to

\[ (9.6) \quad \|P^{(r)}_n(e^{uQM}Q^{-1}x)\|_p \leq C_1\|(-\tilde{\Delta})^{r/2}P_n\|_p \]

for $P_n \in \text{span}(\bigcup_{k=1}^{n-1} H_k)$ with $C_1 \equiv C_1(r,p)$ independent of $Q \in SO(d)$, $M \in \mathcal{M}$, $n$ and $P_n$.

We define $P_{n,r} = (-\tilde{\Delta})^{-r/2}P_n$, which is in $\text{span}(\bigcup_{k=1}^{n-1} H_k)$, and we need to show

\[ (9.7) \quad \|P^{(r)}_{n,r}(e^{uQM}Q^{-1}x)\|_p \leq C_1\|P_{n,0}\|_p = C_1\|P_n\|_p. \]

We use the identity

\[ (-\tilde{\Delta})^\alpha \left( \frac{\partial}{\partial t}Q_n(e^{tQM}Q^{-1}x) \right) = \frac{\partial}{\partial t}(-\tilde{\Delta})^\alpha Q_n(e^{tQM}Q^{-1}x), \]

which is valid for $\alpha \in \mathbb{R}$ and $Q_n \in \text{span}(\bigcup_{k=1}^{n-1} H_k)$ with $\alpha = -1/2$ and $Q_n(x) = P_{n,r-1}(x)$, and derive

\[ \|P^{(r)}_{n,r}(e^{uQM}Q^{-1}x)\|_p \leq \|\text{grad}_\tan(-\tilde{\Delta})^{-1/2}P_{n,r-1}(e^{uQM}Q^{-1}x)\|_p \]

(which, using Theorem 3.1, implies for $1 < p < \infty$)

\[ \leq C(r)\|P^{(r-1)}_{n,r-1}(e^{uQM}Q^{-1}x)\|_p \]

(which, using induction on $r$, implies)

\[ \leq \tilde{C}(r)\|P_n(e^{uQM}Q^{-1}x)\|_p = \tilde{C}(r)\|P_n\|_p. \]

10. Application. Having Theorem 9.3, we can improve and extend Theorem 2.2 of [Da-Di-Ti]. We obtain the following sharp Jackson and sharp lower estimate for $\omega^r(f,t)_p$.

**Theorem 10.1.** For $f \in L_p(S^{d-1})$, $1 < p < \infty$, $d \geq 3$, $r = 1, 2, \ldots$ and $s = \max(p,2)$ one has

\[ (10.1) \quad t^r \left\{ \sum_{1 \leq k \leq 1/t} k^{sr-1} E_k(f)_p^s \right\}^{1/s} \leq C \omega^r(f,t)_p = C \omega^r(f,t)_p(S^{d-1}) \]

and

\[ (10.2) \quad t^r \left\{ \left( \int t^{1/2} \frac{\omega^m(f,u)^s}{u^{rs+1}} du \right)^{1/s} \leq C \omega^r(f,t)_p, \quad m > r. \]

We note that in [Da-Di-Ti Th. 2.2], $r$ is restricted to even integers.
Proof. We simply substitute the result of Theorem 9.3 in [Da-Di-Ti, Th. 8.1].
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Added in proof. The optimality of the range \( 1 < p < \infty \) in Theorems 3.1 and 9.3 was recently established by the second author in an article to appear in Studia Mathematica. That is, \( \omega^m(f, t)_p \approx \tilde{K}_m(f, t^m)_p \) does not hold for \( p = 1 \) and \( p = \infty \).
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