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Abstract. We study the class of distributions in one variable that have distributional lateral limits at every point, but which have no Dirac delta functions or derivatives at any point, the “distributionally regulated functions.” We also consider the related class where Dirac delta functions are allowed. We prove several results on the boundary behavior of functions of two variables \( F(x,y), x \in \mathbb{R}, y > 0 \), with \( F(x,0^+) = f(x) \) distributionally, both near points where the distributional point value exists and points where the lateral distributional limits exist. We give very general formulas for the jumps, in terms of \( F \) and related functions. We prove that the set of singular points of a distributionally regulated function is always countable at the most. We also characterize the Fourier transforms of tempered distributionally regulated functions in two ways.

1. Introduction. The theory of distributions is one of the most powerful tools available in applied mathematics. Ever since their introduction, distributions have shown their usefulness; actually, this was true even before their formal introduction [23]. Many textbooks cover the theory and applications of distributions [5, 14, 19, 20, 30, 38].

There are several approaches to the theory of distributions, but in all of them one quickly learns that distributions do not have point values, as functions do, despite the fact that they are sometimes called generalized “functions.” Interestingly, many common objects in analysis do not have point values, even though they are referred as “functions”: If \( f \in L^1(\mathbb{R}) \), what is \( f(0) \)? Recall that the elements of \( L^1(\mathbb{R}) \) are equivalence classes of functions equal almost everywhere, and thus one may change the values on any set of measure zero, like \( \{0\} \) for instance, without changing the element of \( L^1(\mathbb{R}) \).

In a seminal work, Łojasiewicz [21] was the first to give a satisfactory definition of the value of a distribution at a point, which when applied at points where the distribution is locally equal to a continuous function gives the usual value, but can also be applied in more complicated situations.
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The notion of point value in the sense of Łojasiewicz has been shown to be very useful in several areas, such as abelian and tauberian results for integral transforms [24, 27, 31, 36], spectral expansions [14, 32], the boundary behavior of solutions of partial differential equations [11, 33], or the summability of cardinal series [34, 35]. It is remarkable that there is a characterization of the Fourier series of distributions having a value at a point [8], while no corresponding results are known for other notions of value. The notion of distributional point value of Łojasiewicz has been generalized in several directions, like the idea of distributionally bounded distributions [5], and especially the theory of distributional asymptotic expansions developed by several authors [14, 28, 31].

In [21], Łojasiewicz also introduced and studied the class of distributions that have a value at every point. As he showed, these distributions deserve to be called “functions” since the function given by its values is a well-defined measurable function, and the correspondence between the distributions with values at every point and the function of its values is a bijection. Although there is a notion, that of regular distribution, that appears to apply exactly to those distributions that correspond to functions, it is fair to say that the distributions introduced by Łojasiewicz, even if not “regular,” are objects that one would call “functions.”

The aim of this article is to introduce and study a generalization of the Łojasiewicz functions, namely the distributionally regulated functions, which are those distributions that have a distributional lateral limit at every point without having Dirac delta functions or derivatives at any point. We also consider the related class of distributionally regulated functions with delta functions, which are those distributions that have a distributional lateral limit at every point; we show that in this case the set of points where there are delta functions is countable at the most. If $f$ is a distributionally regulated function (without delta functions), with lateral limits $f(x^+)$ and $f(x^-)$ at each $x \in \mathbb{R}$, then we introduce the function

$$\tilde{f}(x) = \frac{f(x^+) + f(x^-)}{2}. \tag{1.1}$$

The function $\tilde{f}$ is a well-defined measurable function, and the correspondence $f \leftrightarrow \tilde{f}$ is one-to-one and onto. Therefore, it is justified to identify the distribution $f$ and the function $\tilde{f}$, and call $f$ a “function.” When $f$ is a distributionally regulated function with delta functions, then $\tilde{f}$ captures the ordinary function part of $f$, and $f - \tilde{f}$ is a singular distribution that consists of sums of Dirac delta functions and derivatives on some at most countable set. The distributionally regulated functions also generalize the classical regulated functions, which are those functions that have ordinary lateral limits at every point [6]. The classical regulated functions play a role in many areas...
of mathematics such as conformal mapping theory [29], in the description of
curves by their radius of curvature [12] and the application of these ideas to
the study of crystals [37], and in theories of integration more general than the
Lebesgue integral, a subject that has received increased attention in recent
years [1, 17]. Actually, Lojasiewicz proved that there is a descriptive integral
that can be defined for distributions that have a value at every point, and it
is easy to see that this integral is also defined for distributionally regulated
functions. For this integral one has

$$
\langle f(x), \phi(x) \rangle = \int_{-\infty}^{\infty} \hat{f}(x)\phi(x) \, dx
$$

for any test function $\phi \in \mathcal{D}(\mathbb{R})$.

The article is organized as follows. In Section 2 we give some preliminary
notions on distributions, point values and the Cesàro behavior of distribu-
tions. Distributionally regulated functions are defined in Section 3. The
next section introduces the $\phi$-transform, a function of two variables $F(x, y)$,
x $\in \mathbb{R}$, $y > 0$, that satisfies $F(x, 0^+) = f(x)$ distributionally and that allows
us to study the local behavior of a distribution $f$. In Sections 4 and 5 we
consider the pointwise boundary behavior of $F(x, y)$ as $(x, y)$ approaches
the point $(x_0, 0)$ in the cases when the distributional value $f(x_0)$ exists and when
just the distributional limits $f(x_0^\pm)$ exist. We give several formulas for the
distributional jumps of $f$ in terms of the $\phi$-transform and related functions;
these formulas are very general versions of the jump formulas initially given
by Fejér [15], [39, 9.11] and by Lukács [22], [39, Thm. 8.13] for the ordinary
jumps of a Fourier series, and recently generalized by Móricz [25], [11]. Our
formulas apply to distributions with arbitrary support, which do not need to
be periodic, and are given not only in terms of conjugate harmonic functions
but in terms of more general solutions of partial differential equations, as
follows from the results of Section 7.

In Section 6 we show that the set of singular points of a distributionally
regulated function, namely where the lateral limits do not coincide, or where
there are delta functions, is countable at the most; this result is easily proved
for classical regulated functions, but a new proof is required in this case. In
Section 7 we show that the $\phi$-transform is often a solution of a partial dif-
fferential equation, such as the Laplace equation or the heat equation, and
therefore our results become results on the boundary behavior of solutions
of partial differential equations. Finally, in Section 8 we provide two charac-
terizations of the Fourier transform of tempered distributionally regulated
functions. One is in terms of the existence of the limits of integrals of the
type $\lim_{s \to -\infty} \int_{-s}^{as} \hat{f}(u)e^{-ixu} \, du$, in the Cesàro sense, for $a > 0$, the other in
terms of the decomposition of the distribution $\hat{f}(u)$ in terms of boundary
values of analytic functions from the upper and lower half planes.
2. Preliminaries. In this section we describe the spaces of test functions and distributions needed in this paper. We also give a summary of the notion of Cesàro behavior of a distribution at infinity [9] and at a point [14, 21]. All of our functions and distributions are over one-dimensional spaces.

The spaces of test functions $\mathcal{D}$, $\mathcal{E}$, and $\mathcal{S}$ and the corresponding spaces of distributions $\mathcal{D}'$, $\mathcal{E}'$, and $\mathcal{S}'$ are well-known [19, 20, 30]. In general [38] we call a topological vector space $\mathcal{A}$ a space of test functions if $\mathcal{D} \subset \mathcal{A} \subset \mathcal{E}$, the inclusions being continuous, and if the derivative $d/dx$ is a continuous operator of $\mathcal{A}$. Another useful space, particularly in the study of distributional asymptotic expansions [14, 28, 31], is $\mathcal{K}'$, the dual of $\mathcal{K}$. A smooth function $\phi$ belongs to $\mathcal{K}$ if there is a constant $\gamma$ such that $\phi^{(k)}(x) = O(|x|^{-k})$ as $|x| \to \infty$ for $k = 0, 1, 2, \ldots$, that is, if $\phi(x) = O(|x|^\gamma)$ strongly. The space $\mathcal{K}$ is formed by the so-called GLS symbols [18]; the topology of $\mathcal{K}$ is given by the canonical seminorms. The space $\mathcal{K}'$ plays a fundamental role in the theory of summability of distributional evaluations [9]. The elements of $\mathcal{K}'$ are exactly the generalized functions that decay very rapidly at infinity in the distributional sense or, equivalently, in the Cesàro sense.

The Cesàro behavior of a distribution at infinity is studied by using the order symbols $O(x^\alpha)$ and $o(x^\alpha)$ in the Cesàro sense. If $f \in \mathcal{D}'(\mathbb{R})$ and $\alpha \in \mathbb{R} \setminus \{-1, -2, -3, \ldots\}$, we say that $f(x) = O(x^\alpha)$ as $x \to \infty$ in the Cesàro sense and write
\begin{equation}
  f(x) = O(x^\alpha) \quad (C) \text{ as } x \to \infty
\end{equation}
if there exists $N \in \mathbb{N}$ such that every primitive $F$ of order $N$ of $f$, i.e., $F^{(N)} = f$, is an ordinary function for large arguments and satisfies the ordinary order relation
\begin{equation}
  F(x) = p(x) + O(x^{\alpha + N}) \quad \text{as } x \to \infty
\end{equation}
for a suitable polynomial $p$ of degree $N - 1$ at the most. When the value of $N$ is important we use the notation
\begin{equation}
  f(x) = O(x^\alpha) \quad (C, N) \text{ as } x \to \infty.
\end{equation}

A similar definition applies to the little $o$ symbol. The definitions when $x \to -\infty$ are clear. One can also consider the case when $\alpha = -1, -2, -3, \ldots$ [14, Def. 6.3.1].

The equivalent notations $f(x) = O(x^{-\infty})$ and $f(x) = o(x^{-\infty})$ mean that $f(x) = O(x^{-\beta})$ for each $\beta > 0$. It is shown in [9], [14, Thm. 6.7.1] that a distribution $f \in \mathcal{D}'$ is of rapid decay at $\pm \infty$ in the (C) sense,
\begin{equation}
  f(x) = O(|x|^{-\infty}) \quad (C) \text{ as } |x| \to \infty,
\end{equation}
if and only if $f \in \mathcal{K}'$. Functions like $\sin x$, $J_0(x)$, or $x^2 e^{ix}$ belong to $\mathcal{K}'$ and thus are “distributionally small.” The space $\mathcal{K}'$ is a distributional analogue of the space $\mathcal{S}$ of rapidly decreasing smooth functions [14, Section 2.9].
These ideas can be readily extended to the study of the local behavior of
generalized functions [14, 31]. Actually, Łojasiewicz [21] defined the value of
a distribution \( f \in \mathcal{D}'(\mathbb{R}) \) at a point \( x_0 \) as the limit
\[
(2.5) \quad f(x_0) = \lim_{\varepsilon \to 0} f(x_0 + \varepsilon x),
\]
if the limit exists in \( \mathcal{D}'(\mathbb{R}) \), that is, if
\[
(2.6) \quad \lim_{\varepsilon \to 0} \langle f(x_0 + \varepsilon x), \phi(x) \rangle = f(x_0) \int_{-\infty}^{\infty} \phi(x) \, dx
\]
for each \( \phi \in \mathcal{D}(\mathbb{R}) \). He showed that the existence of the distributional point
value \( \gamma = f(x_0) \) is equivalent to the existence of \( n \in \mathbb{N} \), and a primitive of
order \( n \) of \( f \), that is, \( F^{(n)} = f \), which is continuous near \( x = x_0 \) and satisfies
\[
(2.7) \quad \lim_{x \to x_0} \frac{n!F(x)}{(x - x_0)^n} = \gamma.
\]
For example the generalized function \( f(x) = \sin(1/x) \) is oscillatory near
\( x = 0 \), however, it is easy to see that \( f(0) \) exists and equals 0.

More generally, one could try to look for a representation of the form
\[
(2.8) \quad f(x_0 + \varepsilon x) \sim \varepsilon^\delta g(x) \quad \text{as } \varepsilon \to 0
\]
in the space \( \mathcal{D}'(\mathbb{R}) \), where \( g \) is non-null. One can then show that \( g \) has to
be homogeneous of order \( \delta \). When \( f(x_0 + \varepsilon x) = o(\varepsilon^\delta) \) as \( \varepsilon \to 0^+ \), because of
equivalences similar to (2.7), we sometimes write \( f(x_0 + x) = o(x^\beta) \) (C) as \( x \to 0^+ \) [14, Thm. 6.9.1].

If we consider the limit of \( f(x_0 + \varepsilon x) \) in \( \mathcal{D}'(\mathbb{R} \setminus \{0\}) \), then we obtain the
concept of the distributional limit of \( f(x) \) at \( x = x_0 \). Thus \( \lim_{x \to x_0} f(x) = L \) distributionally if
\[
(2.9) \quad \lim_{\varepsilon \to 0} \langle f(x_0 + \varepsilon x), \phi(x) \rangle = L \int_{-\infty}^{\infty} \phi(x) \, dx, \quad \phi \in \mathcal{D}(\mathbb{R} \setminus \{0\}).
\]
Notice that the distributional limit \( \lim_{x \to x_0} f(x) \) can be defined for \( f \in \mathcal{D}'(\mathbb{R} \setminus \{x_0\}) \). If the point value \( f(x_0) \) exists distributionally then the distributional limit \( \lim_{x \to x_0} f(x) \) exists and equals \( f(x_0) \). On the other hand, if
\( \lim_{x \to x_0} f(x) = L \) distributionally then there exist constants \( a_0, \ldots, a_n \) such that
\( f(x) = f_0(x) + \sum_{j=0}^{n} a_j \delta^{(j)}(x-x_0) \), where the distributional point value
\( f_0(x_0) \) exists and equals \( L \).

We may also consider lateral limits. We say that the distributional lateral
value \( f(x_0^+) \) exists if \( f(x_0^+) = \lim_{\varepsilon \to 0^+} f(x_0 + \varepsilon x) \) in \( \mathcal{D}'(0, \infty) \), that is,
\[
(2.10) \quad \lim_{\varepsilon \to 0^+} \langle f(x_0 + \varepsilon x), \phi(x) \rangle = f(x_0^+) \int_{0}^{\infty} \phi(x) \, dx, \quad \phi \in \mathcal{D}(0, \infty).
\]
Similar definitions apply to $f(x_0^-)$. Notice that the distributional limit \( \lim_{x \to x_0} f(x) \) exists if and only if the distributional lateral limits $f(x_0^-)$ and $f(x_0^+)$ exist and coincide.

3. Regulated functions. In his pioneering work, Łojasiewicz [21] introduced and studied the distributions that have a distributional point value at every point. He proved that if one considers the function having those distributional values as values, then this function is measurable and in a very precise sense, the distribution corresponds to the function. It is common usage to call a distribution “regular” if it arises from a locally Lebesgue integrable function. The functions studied by Łojasiewicz are more general instances of what one should call “regular” distributions, namely those arising from a function by integration. However, in general, the functions that arise from the distributional point values are often not locally integrable in the sense of Lebesgue; sometimes they are locally integrable with respect to more general integration processes such as the Denjoy–Perron–Henstock integral, like the function $f_1(x) = x^{-1} \sin x^{-1}, x \neq 0$, $f_1(0) = 0$, but sometimes they are not, like $f_2(x) = x^{-2} \sin x^{-1}, x \neq 0$, $f_2(0) = 0$.

In this article we shall study a somewhat bigger class, that of distributionally regulated functions. The definition is as follows.

**Definition.** A distribution $f \in D'(\mathbb{R})$ is called a *distributionally regulated function* if at each point $x_0 \in \mathbb{R}$ both distributional lateral limits $f(x_0^\pm)$ exist and $f$ has no Dirac delta functions at $x = x_0$. We say that $f$ is a *distributionally regulated function with delta functions* if at each point $x_0 \in \mathbb{R}$ both distributional lateral limits $f(x_0^\pm)$ exist.

It will follow from our study that a distribution that is a distributionally regulated function actually corresponds to an actual function, the function given by the distributional point value $f(x_0)$, which is defined whenever $f(x_0^+) = f(x_0^-)$, an equation that holds for all $x_0$ except for those of an exceptional set that is countable at the most.

On the other hand, a distributionally regulated function with delta functions is a distribution, and the name “function” is used in the way the name function is used for the Dirac delta function.

Sometimes we shall refer to distributionally regulated functions as “distributionally regulated functions without delta functions.”

The distributionally regulated functions that have no distributional jump at any point are the functions studied in [21], and therefore we shall call them Łojasiewicz functions.

Our definitions were given for a distribution $f \in D'(\mathbb{R})$, defined over the whole real line. However, one can consider any of these notions over finite intervals in the obvious way, namely, a distribution is, say, a distributionally
regulated function over the interval \((a, b)\) if its distributional lateral limits exist at each point, and no delta functions are present.

It is worth pointing out that the classical regulated functions are those classical functions that have lateral limits at every point. They are precisely the uniform limits of step functions [6]. Observe that the classical analogue of the Łojasiewicz functions are the continuous functions.

**Example.** If \(a, b, c, d\) are constants, and \(H\) is the Heaviside function, then

\[
(3.1) \quad f_0(x) = \left( a + b \sin \frac{1}{x} \right) H(x) + \left( c + d \sin \frac{1}{x} \right) H(-x)
\]

is a distributionally regulated function; it is not a classical regulated function and it is not a function of bounded variation. One can use some condensation of singularities technique to obtain examples that show this behavior not only at \(x = 0\) but over a dense set. For instance, if \(\{\omega_n\}_{n=0}^{\infty}\) is dense in \(\mathbb{R}\), and if \(\sum_{n=0}^{\infty} |a_n| < \infty\), then

\[
(3.2) \quad f_1(x) = \sum_{n=0}^{\infty} a_n f_0(x - \omega_n)
\]

is a distributionally regulated function with distributional jumps at the points \(x = \omega_n\). Similarly, if \(q > 1\), the function

\[
(3.3) \quad f_2(x) = \sum_{n=1}^{\infty} \frac{f_0(\sin nx)}{n^q}
\]

is continuous at all the irrational points and has distributional jump discontinuities at each rational number.

**4. The \(\phi\)-transform.** Our main tool to study the local behavior of distributions is the \(\phi\)-transform, a function of two variables that we now define.

Let \(\phi \in \mathcal{D}(\mathbb{R})\) be a fixed test function that satisfies

\[
(4.1) \quad \int_{-\infty}^{\infty} \phi(x) \, dx = 1.
\]

If \(f \in \mathcal{D}'(\mathbb{R})\) we introduce the function of two variables \(F = F_\phi\{f\}\) by the formula

\[
(4.2) \quad F(x, y) = \langle f(x + y\xi), \phi(\xi) \rangle, \quad x \in \mathbb{R}, \ y > 0,
\]

the distributional evaluation with respect to the variable \(\xi\). We call \(F\) the \(\phi\)-transform of \(f\).

The \(\phi\)-transform can also be defined if \(\phi\) does not belong to \(\mathcal{D}(\mathbb{R})\) as long as we consider only distributions \(f\) of a more restricted class. Indeed, we can
consider the case when \( \phi \in \mathcal{A}(\mathbb{R}) \) and \( f \in \mathcal{A}'(\mathbb{R}) \) for any suitable space \( \mathcal{A}(\mathbb{R}) \) of test functions, such as \( \mathcal{S}(\mathbb{R}), \mathcal{K}(\mathbb{R}), \) or \( \mathcal{E}(\mathbb{R}) \). Observe that we assume (4.1) in every case.

Our first result shows that \( f(x) \) is the distributional boundary value of \( F(x,y) \) as \( y \to 0 \).

**Theorem 1.** If \( f \in \mathcal{D}'(\mathbb{R}) \) and \( F \) is its \( \phi \)-transform defined by (4.2) then

\[
\lim_{y \to 0} F(x,y) = f(x)
\]

distributionally in the space \( \mathcal{D}'(\mathbb{R}) \), that is,

\[
\lim_{y \to 0} \langle F(x,y), \psi(x) \rangle = \langle f(x), \psi(x) \rangle, \quad \forall \psi \in \mathcal{D}(\mathbb{R}).
\]

**Proof.** If \( \psi \in \mathcal{D}(\mathbb{R}) \) then

\[
\langle F(x,y), \psi(x) \rangle = \langle \Psi(y \xi), \phi(\xi) \rangle,
\]

where

\[
\Psi(z) = \langle f(x), \psi(x - z) \rangle
\]

is a smooth function of \( z \). Therefore, \( \Psi(0) \) exists in the ordinary sense and consequently in the distributional sense of Žojasiewicz. Hence,

\[
\lim_{y \to 0} \langle \Psi(y \xi), \phi(\xi) \rangle = \Psi(0) = \langle f(x), \psi(x) \rangle,
\]

and (4.4) follows. \( \blacksquare \)

The result will also hold when \( f \in \mathcal{E}'(\mathbb{R}) \) and \( \phi \in \mathcal{E}(\mathbb{R}) \) if \( \phi \in L^1(\mathbb{R}) \). In that case (4.7) follows from the Lebesgue dominated convergence theorem, since \( \Psi \in \mathcal{D}(\mathbb{R}) \). Another case when \( f(x) \) is the distributional boundary value of \( F(x,y) \) as \( y \to 0 \) is if

\[
\begin{align*}
\tag{4.8} f(x) &= O(|x|^{\beta}) \\
\tag{4.9} \phi(x) &= O(|x|^\alpha) \\
\tag{4.10} &\quad \alpha < -1, \quad \alpha + \beta < -1,
\end{align*}
\]

as follows from [11, Theorem 1]. It is true in particular if \( f \in \mathcal{S}'(\mathbb{R}) \) and \( \phi \in \mathcal{S}(\mathbb{R}) \).

For future reference, we say that if \( f \in \mathcal{D}'(\mathbb{R}) \) and \( \phi \in \mathcal{D}(\mathbb{R}) \) we are in **Case I**. If (4.8)–(4.10) are satisfied, we say that we are in **Case II**. When \( f \in \mathcal{S}'(\mathbb{R}) \) and \( \phi \in \mathcal{S}(\mathbb{R}) \) we say that we are in **Case III**. Most of our results will hold in any of these three cases. However, the results are usually false when we just assume that \( f \in \mathcal{E}'(\mathbb{R}) \) and \( \phi \in \mathcal{E}(\mathbb{R}) \).

**Theorem 2.** Suppose

\[
\tag{4.11} f(x_0) = \gamma
\]
distributionally. In any of Cases I, II, or III, we have
\[
\lim_{(x,y) \to (x_0,0)} F(x, y) = \gamma
\]
in any sector \( y \geq m|x - x_0| \) for any \( m > 0 \).

Proof. Let us show that if \( |x_1| \leq 1/m \) then \( \lim_{\varepsilon \to 0^+} F(x_0 + \varepsilon x_1, \varepsilon) = \gamma \).
Indeed, if \( \phi \in D(\mathbb{R}) \), then
\[
F(x_0 + \varepsilon x_1, \varepsilon) = \langle f(x_0 + \varepsilon x_1 + \varepsilon \xi), \phi(\xi) \rangle = \langle f(x_0 + \varepsilon \omega), \phi(\omega - x_1) \rangle
\]
where \( \phi_{x_1}(\omega) = \phi(\omega - x_1) \) also belongs to \( D(\mathbb{R}) \) and \( \int_{-\infty}^{\infty} \phi_{x_1}(\omega) d\omega = 1 \). Thus (4.12) follows. The limit is uniform with respect to \( x_1 \) for \( |x_1| \leq 1/m \) since \( \{\phi_{x_1} : |x_1| \leq 1/m\} \) is a compact set in \( D(\mathbb{R}) \). The proof in Cases II and III is similar.

Angular convergence of \( F(x, y) \) to \( \gamma = f(x_0) \) is obtained when the distributional point value exists. On the other hand, the radial limit, \( \lim_{y \to 0^+} F(x_0, y) \), exists under a weaker hypothesis.

**Theorem 3.** Suppose Case I, II, or III holds, and the test function \( \phi \) is even. Let \( \chi_{x_0}(s) = (f(x_0 + s) + f(x_0 - s))/2 \). If
\[
\chi_{x_0}(0) = \gamma
\]
distributionally, then
\[
\lim_{y \to 0^+} F(x_0, y) = \gamma.
\]

Proof. The fact that \( \phi \) is even yields
\[
\lim_{y \to 0^+} F(x_0, y) = \lim_{y \to 0^+} \langle f(x_0 + y \xi), \phi(\xi) \rangle
\]
\[
= \lim_{y \to 0^+} \langle f(x_0 + y \xi), (\phi(\xi) + \phi(-\xi))/2 \rangle
\]
\[
= \lim_{y \to 0^+} \langle \chi_{x_0}(y \xi), \phi(\xi) \rangle
\]
as required.

Remark. The above result does not hold if \( f \in \mathcal{E}'(\mathbb{R}) \) and \( \phi \in \mathcal{E}(\mathbb{R}) \). Indeed, if
\[
\phi(x) = \frac{3 \sin x^3}{\pi x},
\]
then \( \phi \in \mathcal{E} \) and \( \int_{-\infty}^{\infty} \phi(x) dx = 1 \). If \( f(x) = \delta(x) \), then
\[
F(x, y) = \left( \frac{3}{\pi x} \right) \sin \left( \frac{x}{y} \right)^3.
\]
If \( x_0 \neq 0 \) then \( f(x_0) = 0 \) but even the radial limit \( \lim_{y \to 0^+} F(x_0, y) \) does not exist.
Suppose now that the distribution \( f \in D'(\mathbb{R}) \) has lateral distributional limits \( f(x_0^+) = \gamma_\pm \) as \( x \rightarrow x_0 \) from the right and from the left, respectively, and no delta functions at \( x = x_0 \). This means that for each \( \psi \in D(\mathbb{R}) \),

\[
\lim_{\varepsilon \to 0^+} \langle f(x_0 + \varepsilon \xi), \psi(\xi) \rangle = \gamma_- \int_{-\infty}^0 \psi(\xi) \, d\xi + \gamma_+ \int_0^\infty \psi(\xi) \, d\xi.
\]

Then we have the ensuing result.

**Theorem 4.** Suppose Case I, II, or III holds and \( f \) satisfies (4.17). Then for each \( \theta \in (0, \pi) \) there exists \( \alpha = \alpha(\theta) \in [0, 1] \) such that

\[
\lim_{(x,y) \to (x_0, 0)} F(x, y) = \alpha(\theta) \gamma_+ + (1 - \alpha(\theta)) \gamma_-
\]

where \( l_\theta \) is the line \( y = \tan \theta (x - x_0) \).

In Cases II or III, \( \lim_{\theta \to 0} \alpha(\theta) = 1, \lim_{\theta \to \pi} \alpha(\theta) = 0 \). In Case I actually there exist \( \theta_0, \theta_1 \in (0, \pi) \) such that \( \alpha(\theta) = 1 \) for \( \theta \leq \theta_0 \) while \( \alpha(\theta) = 0 \) for \( \theta \geq \theta_1 \). If \( \phi \) is even then \( \alpha(\pi/2) = 1/2 \).

**Proof.** The limit of \( F(x, y) \) as \( (x, y) \to (x_0, 0) \) along \( l_\theta \) is given as

\[
\lim_{\varepsilon \to 0^+} \langle f(x_0 + \varepsilon \cos \theta + \varepsilon \sin \theta \xi), \phi(\xi) \rangle = \lim_{\varepsilon \to 0^+} \langle f(x_0 + \varepsilon \omega), \phi_\theta(\omega) \rangle
\]

\[
= \gamma_- \int_{-\infty}^0 \phi_\theta(\omega) \, d\omega + \gamma_+ \int_0^\infty \phi_\theta(\xi) \, d\omega,
\]

where

\[
\phi_\theta(\omega) = \frac{1}{\sin \theta} \phi \left( \frac{\omega - \cos \theta}{\sin \theta} \right).
\]

The result follows by taking

\[
\alpha(\theta) = \int_0^\infty \phi_\theta(\omega) \, d\omega = \int_{-\cot \theta}^\infty \phi(\omega) \, d\omega,
\]

which has the stated properties. \( \blacksquare \)

**Remark.** If \( f(x_0^+) = \gamma_\pm \) exist distributionally, then \( f(x) = f_0(x) + \sum_{j=0}^m c_j \delta(j)(x - x_0) \) where \( f_0 \) has no delta functions at \( x = x_0 \). It follows that

\[
F(x, y) = F_0(x, y) + \sum_{j=0}^m \frac{c_j}{y^{j+1}} \phi^{(j)} \left( \frac{x_0 - x}{y} \right).
\]

Therefore (4.18) is still valid for the finite part of the limit:

\[
\text{F.p.} \quad \lim_{(x,y) \to (x_0, 0)} F(x, y) = \alpha(\theta) \gamma_+ + (1 - \alpha(\theta)) \gamma_-.
\]
Remark. If $\phi$ is even and $f(x_0^\pm) = \gamma_\pm$ exist distributionally while $f$ has no delta functions at $x = x_0$ then (4.18) shows that the radial limit $\lim_{y \to 0^+} F(x_0, y)$ exists and equals $(\gamma_+ + \gamma_-)/2$. However, Theorem 3 is a stronger result, since the lateral limits may not exist if $\chi_{x_0}(s)$ has the distributional limit $\gamma$ at $s = 0$. More generally, if

$$\lim_{s \to 0^+} \chi_{x_0}(s) = \gamma$$

distributionally, then

$$\lim_{y \to 0^+} F(x_0, y) = \gamma.$$ 

Remark. If $f$ is a distributionally regulated function with delta functions then the finite part limit $F_p. \lim_{y \to 0^+} F(x, y)$ exists for each $x \in \mathbb{R}$, and equals $(f(x_0^+) + f(x_0^-))/2$. It will follow from the results of Section 6 that the set of points where the limit is not an ordinary limit is countable at the most. If $f$ is a distributionally regulated function without delta functions then the limit is an ordinary limit for each $x \in \mathbb{R}$. On the other hand, if $f$ is a distributionally regulated function without delta functions then $\lim_{(x,y) \to (x_0,0)} F(x, y)$ exists for each non-horizontal line $l$, and the set of points where the limit is not independent of $l$ is countable at the most, while if $f$ is a Łojasiewicz function then the limit is independent of $l$ for each $x_0 \in \mathbb{R}$.

5. Limits and jumps. Suppose $f \in \mathcal{D}'(\mathbb{R})$ is such that the lateral limits $f(x_0^\pm) = \gamma_\pm$ exist distributionally. In this section we consider certain formulas for the jump $d = [f]_{x=x_0} = \gamma_+ - \gamma_-$ in terms of the radial limits of some functions related to $F(x, y)$.

Let us start with the case when $f$ does not have delta functions at $x = x_0$. Observe that sometimes we shall use the notation $F_{x}$ or $F_{y}$ for the partial derivatives $\partial F/\partial x$ and $\partial F/\partial y$, respectively.

Theorem 5. Let $f$ be a distribution and $\phi$ a test function that satisfies (4.1). Suppose Case I, II, or III holds. Suppose the distributional lateral limits $f(x_0^\pm) = \gamma_\pm$ exist and $f$ has no delta functions at $x = x_0$. Let $d = \gamma_+ - \gamma_-$ be the jump of $f$ at $x = x_0$ and let $\nu = \phi(0)$. Then

$$\lim_{y \to 0^+} y F_{x}(x_0, y) = \nu d.$$ 

Proof. The hypotheses yield the asymptotic formula

$$f(x_0 + \varepsilon x) = \gamma_+ H(x) + \gamma_- H(-x) + o(1), \quad \varepsilon \to 0^+,$$

in the space $\mathcal{D}'(\mathbb{R})$, where $H$ is the Heaviside function. Since distributional
expansions can be differentiated, we obtain
\begin{equation}
(5.3) \quad f'(x_0 + \varepsilon) = \frac{d}{\varepsilon} \delta(x) + o\left(\frac{1}{\varepsilon}\right), \quad \varepsilon \to 0^+.
\end{equation}

Observe now that \( F_x \) is precisely the \( \phi \)-representation of \( f'(x) \). Thus (5.3) yields
\begin{equation}
(5.4) \quad F_x(x_0, y) = \frac{d\phi(0)}{y} + o\left(\frac{1}{y}\right), \quad y \to 0^+,
\end{equation}
and (5.1) follows. ■

If we just assume that the distributional lateral limits \( f(x_0^\pm) = \gamma_\pm \) exist, then \( f \) may have delta functions at \( x = x_0 \) and thus the formula (5.1) can be modified by using the finite part of the limit:
\begin{equation}
(5.5) \quad \text{F.p.} \lim_{y \to 0^+} yF_x(x_0, y) = \nu d.
\end{equation}

Actually, to obtain (5.5) and in particular (5.1) there is no need to assume that the distributional lateral limits \( f(x_0^\pm) \) exist; it is enough to suppose that the symmetric jump function
\begin{equation}
(5.6) \quad \psi_{x_0}(s) = \frac{f(x_0 + s) - f(x_0 - s)}{2}
\end{equation}
has a distributional limit as \( s \to 0 \).

**Theorem 6.** Let \( f \) be a distribution and \( \phi \) a test function that satisfies (4.1). Suppose Case I, II, or III holds. Suppose
\begin{equation}
(5.7) \quad \psi_{x_0}(0^+) = d/2
\end{equation}
distributionally. If \( \phi \) is even then
\begin{equation}
(5.8) \quad \text{F.p.} \lim_{y \to 0^+} y \frac{\partial F}{\partial x}(x_0, y) = \nu d.
\end{equation}
When \( \psi_{x_0}(s) \) does not have delta functions at \( s = 0 \) then (5.8) is an ordinary limit.

Proof. Indeed, the result follows by applying (5.5) or (5.1) to \( \Psi(x, y) \), the \( \phi \)-representation of \( \psi_{x_0}(x) \), and by observing that
\[
F_x(x_0, y) = \langle f'(x_0 + y\xi), \phi(\xi) \rangle = \langle f'(x_0 + y\xi), (\phi(\xi) + \phi(-\xi))/2 \rangle
\]
\[
= \langle (f'(x_0 + y\xi) - f'(x_0 + y\xi))/2, \phi(\xi) \rangle = \langle \psi_{x_0}'(y\xi), \phi(\xi) \rangle
\]
\[
= \psi_{x_0}(0, y),
\]

since \( \psi_{x_0}(0^+) = d/2 \). ■

Another formula for the jump is given in terms of logarithmic averages. Observe that in Case II, that is, \( f(x) = O(|x|^{\beta}) \) (C) and \( \phi(x) = O(|x|^{\alpha}) \) strongly as \( |x| \to \infty \), we need to assume not only that \( \alpha < -1 \) and \( \alpha + \beta < -1 \), but also that \( \beta < 0 \).
Theorem 7. Let $f$ be a distribution and $\phi$ a test function that satisfies (4.1). Suppose Case I or Case II with $\beta < 0$ holds. If $\psi_{x_0}(0^+) = d/2$, then

\begin{equation}
F.p. \lim_{y \to 0^+} \frac{1}{\ln y} \left\langle f(x_0 + y\xi), \frac{\phi(\xi) - \phi(0)}{\xi} \right\rangle = \nu d.
\end{equation}

Proof. Observe that the condition $\beta < 0$, or Case I, guarantees that the Cesàro evaluation $\langle f(x_0 + y\xi), \phi(\xi) \rangle$, where $\phi(\xi) = (\phi(\xi) - \phi(0))/\xi$, is well-defined. Notice also that if $f(x_0^\pm) = \gamma_\pm$ exist and $f$ has no delta functions at $x = x_0$ then one may argue that $\langle f(x_0 + y\xi), \phi(\xi) \rangle$ approaches $\gamma_- \int_{-\infty}^0 \phi(\xi) d\xi + \gamma_+ \int_0^\infty \phi(\xi) d\xi$ as $y \to 0^+$; however, both integrals diverge: $|\int_{-\infty}^0 \phi(\xi) d\xi| = |\int_0^\infty \phi(\xi) d\xi| = \infty$.

On the other hand,

$$
\frac{\partial}{\partial y} \left\langle f(x_0 + y\xi), \frac{\phi(\xi) - \phi(0)}{\xi} \right\rangle = \left\langle \xi f'(x_0 + y\xi), \frac{\phi(\xi) - \phi(0)}{\xi} \right\rangle
= \left\langle f'(x_0 + y\xi), \phi(\xi) - \phi(0) \right\rangle
= \left\langle f'(x_0 + y\xi), \phi(\xi) \right\rangle = \frac{\partial F}{\partial x}(x_0, y).
$$

Thus we may use the L’Hôpital rule to obtain

$$
F.p. \lim_{y \to 0^+} \frac{1}{\ln y} \left\langle f(x_0 + y\xi), \frac{\phi(\xi) - \phi(0)}{\xi} \right\rangle = F.p. \lim_{y \to 0^+} y \frac{\partial F}{\partial x}(x_0, y) = \nu d,
$$
as required. \vskip 3pt

Remark. The function $\tilde{F}(x, y) = \langle f(x + y\xi), (\phi(\xi) - \phi(0))/\xi \rangle$ is a type of "conjugate" function to the $\phi$-transform $F(x, y)$. Actually if $\phi(x) = \pi^{-1}(1 + x^2)^{-1}$ then $F(x, y)$ is a harmonic function and $\tilde{F}(x, y)$ is precisely its harmonic conjugate.

Example. Let us consider the distributional behavior of the distribution $f_\alpha$, $\alpha > 0$, given by the non-harmonic series

\begin{equation}
f_\alpha(x) = \sum_{n=1}^{\infty} \frac{\sin n^\alpha x}{n},
\end{equation}
as $x \to 0$. Observe that $f_\alpha(x) = O(|x|^{-\infty})$ (C) as $|x| \to \infty$. Let us consider the conjugate function $\tilde{F}(x, y)$ with $\phi(x) = \pi^{-1}(1 + x^2)^{-1}$ as in the remark above. Then

\begin{equation}
\tilde{F}(x, y) = \sum_{n=1}^{\infty} \frac{e^{-n^\alpha y \cos n^\alpha x}}{n},
\end{equation}
and thus $\tilde{F}(0, y) \sim (1/\alpha) \ln y$, since $\sum_{n^\alpha \leq N} 1/n \sim (1/\alpha) \ln N$ as $N \to \infty$, and it follows that $\nu d = 1/\alpha$, or $d = \pi/\alpha$, since $\phi(0) = 1/\pi$. Therefore, since
\( f_\alpha \) is odd, we obtain the distributional lateral limits

\[
(5.12) \quad f_\alpha(0^+) = \frac{\pi}{2\alpha}, \quad f_\alpha(0^-) = \frac{-\pi}{2\alpha}.
\]

Observe that this is easy to see for \( \alpha = 1 \) from the well-known formula

\[
(5.13) \quad f_1(x) = \frac{\pi - x}{2}, \quad 0 < x < \pi,
\]

and for \( \alpha = 1/2 \) from the formula

\[
(5.14) \quad f_{1/2}(x) = \pi + \sum_{j=0}^{\infty} \frac{(-1)^j \zeta(1/2 - j)x^{2j+1}}{(2j+1)!}, \quad x > 0,
\]

obtained by Boersma [3] when solving a problem proposed by Glasser [16]; see also [7]. It is not hard to see that if \( \alpha > 1 \) then (5.12) are not ordinary limits, since \( f_\alpha \) is unbounded as \( x \to 0 \).

6. The number of singularities. In this section we show that if \( f \) is a distributionally regulated function, with or without delta functions, then the distributional point value \( f(x) \) exists for all \( x \) apart from an exceptional set which is countable at the most.

The corresponding result for ordinary regulated functions is well-known, and actually very easy to prove. Indeed, if \( f(x) \) is a regulated function in some interval \( I \) then for any \( \lambda > 0 \) the set \( \mathcal{G}_\lambda \) consisting of the points \( x \) where \( |f(x^+) - f(x^-)| \geq \lambda \) is discrete in \( I \), since at an accumulation point of \( \mathcal{G}_\lambda \) at least one of the lateral limits cannot exist. Thus \( \mathcal{G}_\lambda \) is countable at the most, and hence so is \( \mathcal{G} = \bigcup_{\lambda > 0} \mathcal{G}_\lambda = \bigcup_{n=1}^{\infty} \mathcal{G}_{1/n}. \) When \( f \) is a regulated function of bounded variation, then one can even bound \( n_\lambda(K) \), the number of elements of \( \mathcal{G}_\lambda \cap K \) for any compact interval \( K \), by \( n_\lambda(K) \leq V/\lambda \), where \( V \) is the total variation of \( f \) over \( K \).

This argument does not work if \( f \) is distributionally regulated, since in that case the set \( \mathcal{G}_\lambda \) could have limit points, as the next example shows.

**Example.** Consider the function \( f \) with support in \([0, \infty)\) with derivative

\[
(6.1) \quad f'(x) = \sum_{n=1}^{\infty} (-1)^n n^q \delta \left( x - \frac{1}{n} \right) \quad (C),
\]

where \( q \in \mathbb{R} \). Then \( f \) is a distributionally regulated function, constant in all the intervals \((1/(n + 1), 1/n)\) for \( n \in \mathbb{N} \), and in \((\infty, 0)\) where it vanishes. The set of points where \( f \) has a non-zero jump is exactly \( \mathcal{G} = \{1/n : n \in \mathbb{N}\} \). In particular, \( 0 \notin \mathcal{G} \), since the function has the distributional point value \( f(0) = 0 \). If \( q > 0 \) then \( \mathcal{G}_\lambda = \mathcal{G} \) for \( \lambda \leq 1 \), and thus 0 is an accumulation point of \( \mathcal{G}_\lambda \). Actually, we may replace the sequence \( \left\{ (-1)^n n^q \right\}_{n=1}^{\infty} \) by any distributionally small sequence \( \{c_n\}_{n=1}^{\infty} \), that is, a sequence with
\[ \sum_{n=1}^{\infty} c_n \delta(x - n) \text{ in } {\mathcal K}'(\mathbb{R}) \text{ [14, Section 5.4]}, \text{ and still keep } f(0) = 0. \text{ Indeed,} \]
\[ \langle f'(\varepsilon x), \phi(x) \rangle = \left\langle \sum_{n=1}^{\infty} c_n \delta(\varepsilon x - 1/n), \phi(x) \right\rangle = \sum_{n=1}^{\infty} c_n \frac{1}{\varepsilon n} \phi(\frac{1}{\varepsilon n}) \]
\[ = \sum_{n=1}^{\infty} n c_n \tau(\varepsilon n) = o(\varepsilon^\infty) \text{ as } \varepsilon \to 0^+, \]

where \( \tau(x) = (1/x)\phi(1/x) \) belongs to \( {\mathcal K}(\mathbb{R}) \) if \( \phi \in {\mathcal D}(\mathbb{R}) \), and where all series are considered in the Cesàro sense. Hence \( f \) is “distributionally smooth” at \( x = 0 \) since it follows that \( f^{(m)}(0) = 0 \) for all \( m \geq 0 \).

We have the following result on the number of singularities of a distributionally regulated function.

**Theorem 8.** Let \( f \in {\mathcal D}'(\mathbb{R}) \) be distributionally regulated, with or without delta functions. Let
\[ \mathcal{S} = \{x \in \mathbb{R} : f(x) \text{ does not exist distributionally}\}. \]
Then \( \mathcal{S} \) is countable at the most.

**Proof.** Consider first the set \( \mathcal{S}_0 \) of those elements of \( \mathcal{S} \) where \( f \) does not have delta functions. If \( x_0 \in \mathcal{S}_0 \) then \( f(x_0^+ \neq f(x_0^-) \). Let \( \phi \in {\mathcal D}(\mathbb{R}) \) satisfy (4.1), and let \( F(x, y) \) be the \( \phi \)-representation of \( f \). There exists \( \theta \in (0, \pi/2) \) such that
\[ \lim_{x \to x_0^\pm} F(x, |x - x_0| \tan \theta) = f(x_0^\pm), \quad \forall x_0 \in \mathbb{R}. \]
Let \( U_0 = \{(r, \infty) : r \in \mathbb{Q}\} \cup \{(-\infty, r) : r \in \mathbb{Q}\} \) and let \( \mathcal{U} = \{(I_+, I_-) \in U_0 \times U_0 : I_+ \cap I_- = \emptyset\}. \) If \( x_0 \in \mathcal{S}_0 \) then there exist \( (I_+, I_-) \in \mathcal{U} \) and \( n \in \mathbb{N} \) such that
\[ F(x, (x_0 - x) \tan \theta) \in I_+ \quad \text{for } x_0 < x < x_0 + 1/n, \]
\[ F(x, (x_0 - x) \tan \theta) \in I_- \quad \text{for } x_0 - 1/n < x < x_0. \]
For fixed \( (I_+, I_-) \in \mathcal{U} \) and fixed \( n \in \mathbb{N} \) the family of intervals \( (x_0 - 1/n, x_0 + 1/n) \), where \( x_0 \in \mathcal{S}_0 \) satisfies (6.4) and (6.5), is pairwise disjoint, and consequently, there are an at most countable number of such intervals. Hence
\[ \mathcal{S}_0 = \bigcup_{(I_+, I_-) \in \mathcal{U}} \bigcup_{n=1}^{\infty} \{x_0 \in \mathbb{R} : x_0 \text{ satisfies (6.4) and (6.5)}\} \]
is also countable at the most.

The analysis at points where \( f \) has delta functions of a given order follows by integrating \( f \) a suitable number of times. Indeed, let \( \mathcal{S}_N \) be the set of points of \( \mathcal{S} \) where \( f \) has no delta function of order greater than \( N \). Let \( F \) be a primitive of \( f \) of order \( N + 1 \), i.e., \( F^{(N+1)}(x) = f(x) \). Then \( F \) is also a distributionally regulated function, and \( \mathcal{S}_N \setminus \mathcal{S}_{N-1} \) is exactly the set of
points where $F$ has a jump but no delta functions; hence $\mathcal{S}_N \setminus \mathcal{S}_{N-1}$ is countable at the most, and thus so is $\mathcal{S}_N$. It follows that $\mathcal{S}$ is countable at the most. ■

7. Boundary behavior of solutions of partial differential equations. The results of the previous sections apply to general distributions and test functions. When the test function $\phi$ is of certain special forms, however, the $\phi$-transform becomes a particular solution of a partial differential equation, and those results become results on the boundary behavior of solutions of partial differential equations.

Suppose first that $\phi = \phi_1$ where

\begin{equation}
\phi_1(x) = \frac{p(x)}{q(x)},
\end{equation}

$p$ and $q$ are polynomials, $\alpha = \deg q - \deg p \geq 2$, $q$ does not have real zeros, and $\int_{-\infty}^{\infty} \phi_1(x) \, dx = 1$. Let

\begin{equation}
q(x) = \sum_{k=0}^{n} a_k x^k.
\end{equation}

Then if $f \in \mathcal{D}'(\mathbb{R})$ satisfies the estimate $f(x) = O(|x|^\beta) \ (C)$ as $|x| \to \infty$, where $\alpha + \beta < -1$, then the $\phi$-transform

\begin{equation}
F_1(x, y) = \langle f(x + y\xi), \phi_1(\xi) \rangle, \quad x \in \mathbb{R}, \ y > 0,
\end{equation}

is a solution of the partial differential equation

\begin{equation}
\sum_{k=0}^{n} a_{n-k} \frac{\partial^n F}{\partial x^k \partial y^{n-k}} = 0,
\end{equation}

with $F(x, 0^+) = f(x)$ distributionally, since

\begin{align*}
\sum_{k=0}^{n} a_{n-k} \frac{\partial^n F}{\partial x^k \partial y^{n-k}} &= \sum_{k=0}^{n} a_{n-k} \langle f^{(n)}(x + y\xi)\xi^{n-k}, \phi_1(\xi) \rangle \\
&= \langle f^{(n)}(x + y\xi)q(\xi), \phi_1(\xi) \rangle \\
&= \langle f^{(n)}(x + y\xi), \phi(\xi) \rangle = 0.
\end{align*}

In the particular case when $q(x) = x^2 + 1$, $p(x) = 1/\pi$, we obtain

\begin{equation}
\phi_2(x) = \frac{1}{\pi(x^2 + 1)},
\end{equation}

and $F_2(x, y)$ is the Poisson “integral” of $f$, which in case $f(x) = O(|x|^\beta) \ (C)$ as $|x| \to \infty$, for some $\beta < 1$, is the harmonic function with $F_2(x, 0^+) = f(x)$ distributionally that satisfies $F_2(x, y) = O(|x|^\beta) \ (C)$ as $|x| \to \infty$, for each
fixed \( y > 0 \). Observe that

\[
F_2(x, y) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{f(\xi) \, d\xi}{(x - \xi)^2 + y^2}
\]

if \( f \) is locally integrable.

Let us now take \( \phi = \varphi_\nu \) with Fourier transform given by

\[
\hat{\varphi}_\nu(u) = e^{-u^\nu},
\]

where \( \nu = 2p \) is an even positive integer. Alternatively, \( \varphi_\nu \) is the only solution in \( S \) of the ordinary differential equation

\[
\varphi^{(\nu - 1)}(\xi) = (-1)^p \frac{\xi}{\nu} \varphi(\xi),
\]

with \( \int_{-\infty}^{\infty} \varphi(\xi) \, d\xi = 1 \). Then if \( f \in S'(\mathbb{R}) \), and \( F \) is the \( \phi \)-transform corresponding to \( \varphi_\nu \), the function

\[
G_\nu(x, t) = F(x, t^{1/\nu}), \quad x \in \mathbb{R}, \ t > 0,
\]

is a solution of the initial value problem

\[
\frac{\partial G}{\partial t} = (-1)^{p-1} \frac{\partial^{\nu} G}{\partial x^{\nu}},
\]

\[
G(x, 0^+) = f(x) \quad \text{distributionally}.
\]

In particular, if \( \nu = 2 \), then

\[
\hat{\varphi}_\nu(u) = e^{-u^2}, \quad \varphi_\nu(\xi) = \frac{1}{2\sqrt{\pi}} e^{-\xi^2/4},
\]

and \( G_2(x, t) \) is the solution of the heat equation \( G_t = G_{xx} \) that satisfies \( G(x, 0^+) = f(x) \) distributionally, and with \( G(x, t) \in S'(\mathbb{R}) \) for each fixed \( t > 0 \). If \( f \) is a locally integrable function then \( G_2(x, t) \) takes the familiar form

\[
G_2(x, t) = \frac{1}{2\sqrt{\pi} t} \int_{-\infty}^{\infty} f(\xi)e^{-(\xi-x)^2/4t} \, d\xi.
\]

If the distributional value \( f(x_0) = \gamma \) exists, then \( F_1(x, y) \), and in particular \( F_2(x, y) \), satisfies \( F_1(x, y) \rightarrow \gamma \) as \( (x, y) \rightarrow (x_0, 0) \) in any sector \( y \geq m|x - x_0| \) for \( m > 0 \). Also \( G_\nu(x, t) \rightarrow \gamma \) in any region of the type \( t \geq m(x - x_0)^\nu \) for \( m > 0 \). Actually, if \( \chi_{x_0}(s) = (f(x_0 + s) + f(x_0 - s))/2 \), and the distributional value \( \chi_{x_0}(0) = \gamma \) exists, then \( F_1(x_0, y) \rightarrow \gamma \) as \( y \rightarrow 0^+ \) and \( G_\nu(x_0, t) \rightarrow \gamma \) as \( t \rightarrow 0^+ \). If instead of the existence of the distributional value one just has the existence of the distributional limit \( f(x_0^+) = \gamma \), then the finite part of the limit of \( F_1(x, y) \) as \( (x, y) \rightarrow (x_0, 0) \) in any sector \( y \geq m|x - x_0| \) exists and equals \( \gamma \); similarly, one obtains the existence of the finite part of the limits in the other cases.
Remark. In principle one can take a test function in (7.1) with $\deg q - \deg p = 1$. For example, we can take $\phi(x) = (2\pi i)^{-1}(x \mp i)^{-1}$, but the results will not hold, since in this case the $\phi$-transform becomes the analytic representation, which obeys different rules [13, Chapter 6]; actually even Theorem 1 does not hold for the analytic representation.

It is interesting to observe that if $f$ is almost periodic or periodic, then

$$f(x) = \sum_{n=-\infty}^{\infty} a_n e^{i\alpha_n x},$$

where $\alpha_n \to \pm\infty$ as $n \to \pm\infty$. It follows that

$$F(x, y) = \sum_{n=-\infty}^{\infty} a_n e^{i\alpha_n x} \hat{\phi}(\alpha_n y),$$

so that in particular

$$F_2(x, y) = \sum_{n=-\infty}^{\infty} a_n e^{i\alpha_n x} e^{-|\alpha_n|y} = \sum_{n=-\infty}^{\infty} a_n e^{i\alpha_n x} r^{|\alpha_n|},$$

where $r = e^{-y} \to 1^-$ as $y \to 0^+$. The study of the behavior of the $\phi$-transform in this case becomes the study of the series (7.13) in the Abel sense. Also

$$G_{\nu}(x, t) = \sum_{n=-\infty}^{\infty} a_n e^{i\alpha_n x} e^{-|\alpha_n|^\nu t}.$$

The problem of finding the (ordinary) jumps of a Fourier series was first solved by Fejér [15] in terms of the partial sums of the series, and was later considered by Zygmund [39, 9.11, Chapter III, §108] in terms of the Abel–Poisson means of the Fourier series. A different formula using logarithmic means was given by Lukács [22], [39, Thm. 8.13], and recently studied in terms of the Abel–Poisson means by Móricz [25] for point values of the first order and for general distributional point values in [11]. Theorems 6 and 7 provide very general results of the Fejér and Lukács type, respectively, for a general test function $\phi$ (which provides many different types of summability means, such as (7.15) or (7.16)) and not only for Fourier series, but also for non-harmonic series and actually for any distribution.

8. The Fourier transform of regulated functions. In this section we shall characterize the Fourier transform of distributionally regulated functions, with or without delta functions. We first start with some comments on distributional evaluations and the notation used for them.

Let $f \in \mathcal{D}'(\mathbb{R})$ with support bounded on the left. If $\phi \in \mathcal{E}(\mathbb{R})$ then the evaluation $(f(x), \phi(x))$ will not be defined, in general. We say that the
evaluation exists in the Cesàro sense and equals $L$, written as
\begin{equation}
\langle f(x), \phi(x) \rangle = L \quad (C),
\end{equation}
if $g(x) = L + o(1) \ (C)$ as $x \to \infty$, where $g$ is the primitive of $f \phi$ with support bounded on the left. A similar definition applies if supp $f$ is bounded on the right. Observe that if $f$ is locally integrable with supp $f \subset [a, \infty)$ then (8.1) means that
\begin{equation}
\int_a^\infty f(x)\phi(x) \, dx = L \quad (C),
\end{equation}
while if $f(x) = \sum_{n=0}^{\infty} a_n \delta(x - n)$ then (8.1) tells us that
\begin{equation}
\sum_{n=0}^{\infty} a_n \phi(n) = L \quad (C).
\end{equation}

In the general case when the support of $f$ extends to both $-\infty$ and $+\infty$, there are various different but related notions of evaluations in the Cesàro sense (or in any other summability sense, in fact). If $f$ admits a representation of the form $f = f_1 + f_2$, with supp $f_1$ bounded on the left and supp $f_2$ bounded on the right, such that $\langle f_j(x), \phi(x) \rangle = L_j \ (C)$ exist, then we say that the (C) evaluation $\langle f(x), \phi(x) \rangle (C)$ exists and equals $L = L_1 + L_2$. This is clearly independent of the decomposition. The notation (8.1) is used in this situation.

It often happens that $\langle f(x), \phi(x) \rangle (C)$ does not exist, but the symmetric limit, $\lim_{x \to -\infty} \{g(x) - g(-x)\} = L$, where $g$ is any primitive of $f \phi$, exists in the (C) sense. Then we say that the evaluation $\langle f(x), \phi(x) \rangle$ exists in the principal value Cesàro sense, and write
\begin{equation}
p.v.\langle f(x), \phi(x) \rangle = L \quad (C).
\end{equation}
Observe that p.v. $\sum_{n=-\infty}^{\infty} a_n \phi(n) = L \ (C)$ if and only if $\sum_{n=-N}^{N} a_n \phi(n) \to L \ (C)$ as $N \to \infty$, while p.v. $\int_{-\infty}^{\infty} f(x)\phi(x) \, dx = L \ (C)$ if and only if $\int_{-A}^{A} f(x)\phi(x) \, dx \to L \ (C)$ as $A \to \infty$.

An intermediate notion, very useful for our purposes, is the following. If there exists $k$ such that
\begin{equation}
\lim_{x \to -\infty} \{g(ax) - g(-x)\} = L \quad (C,k), \forall a > 0,
\end{equation}
we say that the distributional evaluation exists in the e.v. Cesàro sense and write
\begin{equation}
e.v.\langle f(x), \phi(x) \rangle = L \quad (C,k),
\end{equation}
or just $e.v.\langle f(x), \phi(x) \rangle = L \ (C)$ if there is no need to call attention to the value of $k$; observe, however, that the same value of $k$ works for all $a > 0$.

Clearly (8.1)$\Rightarrow$(8.6)$\Rightarrow$(8.4), but the converse implications do not hold. For example, p.v. $\langle x, 1 \rangle = 0$ (no (C) needed), but e.v. $\langle x, 1 \rangle \ (C)$ does not
exist. Furthermore,

\[(8.7) \quad \text{e.v.} \left\langle \sum_{n=-\infty}^{\infty} \frac{\delta(x-n)}{n \ln |n|}, 1 \right\rangle = 0,\]

with no (C) needed, but the Cesàro evaluation does not exist in the sense of (8.1).

Our next aim is to characterize the Fourier transforms of distributions that have a jump discontinuity at a point. The characterization of the Fourier series of those periodic distributions that have a distributional point value was given in [8]: if \( f(\theta) = \sum_{n=-\infty}^{\infty} a_n e^{in\theta} \) in the space \( \mathcal{D}'(\mathbb{R}) \) then

\[(8.8) \quad f(\theta_0) = \gamma \quad \text{distributionally} \]

if and only if there exists \( k \) such that

\[(8.9) \quad \lim_{x \to \infty} \sum_{-x \leq n \leq ax} a_n e^{in\theta_0} = \gamma \quad (C, k), \; \forall a > 0.\]

We shall show that a similar result holds for Fourier transforms.

**Lemma 1.** Let \( f \in \mathcal{S}'(\mathbb{R}) \). If \( x_0 \in \mathbb{R} \) then

\[(8.10) \quad f(x_0) = \gamma \quad \text{distributionally} \]

if and only if

\[(8.11) \quad \lim_{\lambda \to \infty} \lambda \hat{f}(\lambda u)e^{-i\lambda u x_0} = 2\pi \gamma \delta(u) \]

in the space \( \mathcal{S}'(\mathbb{R}) \).

**Proof.** Indeed,

\[ f(x_0) = \gamma \text{ dist.} \iff \lim_{\varepsilon \to 0} f(x_0 + \varepsilon x) = \gamma \]

\[ \iff \lim_{\varepsilon \to 0} \mathcal{F}\{f(x_0 + \varepsilon x); u\} = 2\pi \gamma \delta(u) \]

\[ \iff \lim_{\lambda \to \infty} \lambda \hat{f}(\lambda u)e^{-i\lambda u x_0} = 2\pi \gamma \delta(u), \]

as required. \( \blacksquare \)

In what follows we use the notation \( \text{spec } f = \text{supp } \hat{f} \) for the spectrum of \( f \). The next lemma follows from the ideas of [14, Section 6.5]; see also [36].

**Lemma 2.** Let \( f \in \mathcal{S}'(\mathbb{R}) \). Suppose \( \text{spec } f \) is bounded on the left or on the right. Then \( f(x_0) = \gamma \) distributionally if and only if

\[(8.12) \quad \langle \hat{f}(u), e^{-iux_0} \rangle = 2\pi \gamma \quad (C).\]

Our next lemma concerns the case of a distribution that vanishes on a whole interval.
Lemma 3. Let \( f \in S'(\mathbb{R}) \). Suppose \( f(x) = 0 \) for \( x_0 - \eta < x < x_0 + \eta \). Then \( f \) admits a decomposition \( f = f_+ - f_- \) with \( f_{\pm} \in S'(\mathbb{R}) \), where \( \text{spec} \ f_+ \) is bounded on the right, \( \text{spec} \ f_- \) is bounded on the left, and where the distributional point values \( f_{\pm}(x_0) = \pm \mu \) both exist.

Proof. If \( f \in \mathcal{D}'(\mathbb{R}) \) then ([4, Theorem 3.14], [26]) there exists a sectionally analytic function \( F(z) \) defined for \( z \in \mathbb{C} \setminus \mathbb{R} \) such that the distributional limits
\[
(8.13) \quad f_{\pm}(x) = F(x \pm i0) = \lim_{y \to 0} F(x \pm iy)
\]
exist and \( f = f_+ - f_- \). When \( f \in S'(\mathbb{R}) \) we can choose the function \( F \) in such a way that both \( f_{\pm} \in S'(\mathbb{R}) \) [13, Section 6.4]; actually if \( f(x) = O(|x|^\beta) \) (C) as \( x \to \infty \) for some \( \beta < 0 \), then we may take
\[
(8.14) \quad F(z) = \frac{1}{2\pi i} \left\langle f(x), \frac{1}{x - z} \right\rangle \quad (C).
\]
In general \( F \) is not unique, but an arbitrary polynomial can be added at will.

It is clear that \( \text{spec} \ f_+ \subset (-\infty, 0] \) while \( \text{spec} \ f_- \subset [0, \infty) \).

It remains to show that the distributional point values \( f_{\pm}(x_0) \) exist. But since \( f(x) = 0 \) for \( x_0 - \eta < x < x_0 + \eta \) it follows that \( F \) is analytic across this interval [2, Section 5.8], and thus \( f_{\pm}(x) \) are actually real analytic functions for \( x_0 - \eta < x < x_0 + \eta \) and thus \( f_{\pm}(x_0) \) are well-defined ordinary values. \( \blacksquare \)

We are now ready to give the characterization of the Fourier transforms of tempered distributions that have a distributional point value.

Theorem 9. Let \( f \in S'(\mathbb{R}) \). If \( x_0 \in \mathbb{R} \) then
\[
(8.15) \quad f(x_0) = \gamma \quad \text{distributionally}
\]
if and only if
\[
(8.16) \quad \text{e.v.} \langle \hat{f}(u), e^{-iux_0} \rangle = 2\pi \gamma \quad (C),
\]
which in case \( \hat{f} \) is locally integrable means that
\[
(8.17) \quad \text{e.v.} \int_{-\infty}^{\infty} \hat{f}(u)e^{-iux_0} \, du = 2\pi \gamma \quad (C).
\]

Proof. Choose any number \( \eta \) with \( 0 < \eta < \pi \). There exists a distribution \( f_1 \) of period \( 2\pi \) such that \( f(x) = f_1(x) \) for \( x_0 - \eta < x < x_0 + \eta \). This means, because of Lemma 3, that \( f = f_1 + f_2 \) where \( f_2 \) satisfies \( \text{e.v.} \langle \hat{f}_2(u), e^{-iux_0} \rangle = 0 \) (C), and thus the result will be true if it is true for periodic distributions of period \( 2\pi \), but this is exactly the equivalence of (8.8) and (8.9) proved in [8]. \( \blacksquare \)
We now proceed to the case of tempered distributions that have distributional lateral limits at a point.

**Theorem 10.** Let \( f \in \mathcal{S}'(\mathbb{R}) \). If \( x_0 \in \mathbb{R} \) then the distributional lateral limits \( f(x_0^\pm) = \gamma_\pm \) exist and \( f \) has no Dirac delta function at \( x = x_0 \) if and only if there exists \( k \) such that whenever \( g(u) \) is a primitive of \( \hat{f}(u)e^{-iux_0} \) then the Cesàro limit

\[
\lim_{u \to \infty} (g(au) - g(-u)) = I_{x_0}(a) \quad (C, k)
\]

exists for all \( a > 0 \). If this is the case then

\[
I_{x_0}(a) = \pi(\gamma_+ + \gamma_-) + i(\gamma_+ - \gamma_-) \ln a.
\]

**Proof.** Suppose that the distributional lateral limits \( f(x_0^\pm) = \gamma_\pm \) exist and \( f \) has no Dirac delta function at \( x = x_0 \). Write \( f = f_1 + f_2 \) where \( f_1(x) = f(x) - (d/2) \text{sgn}(x-x_0) \), \( d = \gamma_+ - \gamma_- \). Thus for \( f = f_1 \), the quantity \( I_{x_0,f_1}(a) \) exists and equals \( \pi(\gamma_+ + \gamma_-) \) since the distributional point value \( f_1(x_0) \) exists and equals \( (\gamma_+ + \gamma_-)/2 \), and therefore

\[
e.v. \langle \hat{f}_1(u), e^{-iux_0} \rangle = \pi(\gamma_+ + \gamma_-) \quad (C).
\]

On the other hand,

\[
\hat{f}_2(u) = (\gamma_+ - \gamma_-)ie^{iux_0}p.v.\left(\frac{1}{u}\right),
\]

where \( p.v.(1/u) \) is the usual principal value regularization of the non-integrable function \( 1/u \). Then

\[
I_{x_0,f_2}(a) = \lim_{s \to \infty} p.v. \int_{-s}^{as} \hat{f}_2(u)e^{-iux_0} du
\]

\[
= \lim_{s \to \infty} p.v. \int_{-s}^{as} (\gamma_+ - \gamma_-)i \frac{du}{u} = (\gamma_+ - \gamma_-)i \ln a,
\]

and (8.18) and (8.19) follow.

Conversely, suppose that \( I_{x_0}(a) \) exists for each \( a > 0 \). Clearly \( I_{x_0}(a) \) is a measurable function of \( a \). Then an easy computation shows that \( I_{x_0}(a) \) satisfies the functional equation

\[
I_{x_0}(ab) = I_{x_0}(a) + I_{x_0}(b) - I_{x_0}(1).
\]

While this functional equation has many solutions, constructed using a suitable Hamel basis, an analysis that can be traced back to Sierpiński shows that the only measurable solutions are

\[
I_{x_0}(a) = I_{x_0}(1) + \omega \ln a
\]
for some constant $\omega$. Writing $f = f_1 + f_2$, $f_2(x) = -i(\omega/2)\text{sgn}(x-x_0)$ shows that the distributional value $f_1(x_0)$ exists and equals $I_{x_0}(1)/(2\pi)$ since
\begin{equation}
\text{e.v.} \langle \hat{f_1}(u), e^{-iu x_0} \rangle = I_{x_0}(1) \quad (C).
\end{equation}
Hence the distributional lateral limits $f(x_0^\pm)$ exist and equal
\begin{equation}
\gamma^\pm = \frac{I_{x_0}(1)}{2\pi} \mp \frac{i \omega}{2},
\end{equation}
which is equivalent to (8.19). ■

Observe in particular that if $\hat{f}$ is locally integrable, then the distributional lateral limits $f(x_0^\pm) = \gamma^\pm$ exist and $f$ has no Dirac delta function at $x = x_0$ if and only if there exists $k$ such that for all $a > 0$,
\begin{equation}
\lim_{s \to \infty} \int_{-s}^{as} \hat{f}(u)e^{-iu x_0} du = \pi(\gamma_+ + \gamma_-) + i(\gamma_+ - \gamma_-) \ln a \quad (C, k).
\end{equation}
In case $f$ is periodic of period $2\pi$ with Fourier series
\begin{equation}
f(x) = \sum_{n=-\infty}^{\infty} a_n e^{inx},
\end{equation}
the condition becomes
\begin{equation}
\lim_{N \to \infty} \sum_{-aN \leq n \leq N} a_n e^{inx_0} = \frac{\gamma_+ + \gamma_-}{2} + \frac{i}{2\pi}(\gamma_+ - \gamma_-) \ln a \quad (C, k).
\end{equation}

We obtain the following characterization of the Fourier transforms of distributionally regulated functions.

**Theorem 11.** Let $f \in S'(\mathbb{R})$. The distribution $f$ is a distributionally regulated function with delta functions if and only if for all $x_0 \in \mathbb{R}$, the distribution $\hat{f}(u)e^{-iu x_0}$ admits the decomposition
\begin{equation}
\hat{f}(u)e^{-iu x_0} = p_{x_0}(u) + g'_{x_0}(u),
\end{equation}
where $p_{x_0}(u)$ is a polynomial and where for some $k$,
\begin{equation}
\lim_{u \to \infty} (g(au) - g(-u)) = I_{x_0}(a) \quad (C, k)
\end{equation}
even for all $a > 0$. The distribution $f$ is a distributionally regulated function (without delta functions) if $p_{x_0}(u) = 0$ for each $x_0 \in \mathbb{R}$; if also $I_{x_0}(a)$ is a constant function of $a$ for each $x_0 \in \mathbb{R}$ then $f$ is a \Lojasiewicz function.

In any case, the set of points $x_0$ where $p_{x_0}(u) \neq 0$ is countable, as is the set of points $x_0$ where $I_{x_0}(a)$ is not a constant function of $a$.

We now give another characterization of distributions having lateral limits based on a decomposition in terms of boundary limits of analytic functions from the upper and lower half planes. Observe that only principal value Cesàro evaluations are needed in the following theorem.
Theorem 12. Let $f \in S'(\mathbb{R})$. Let $x_0 \in \mathbb{R}$. Then the distributionsal lateral limits $f(x_0^+) = \gamma_+$ exist and $f$ has no Dirac delta function at $x = x_0$ if and only if
\begin{equation}
\hat{f}(u)e^{-iu x_0} = H_{x_0}(u + i0) + H_{x_0}(u - i0),
\end{equation}
where $H_{x_0}(z)$ is analytic for $z \in \mathbb{C} \setminus \mathbb{R}$, the distributionsal boundary distributions $H_{x_0}(u \pm i0)$ belong to $S'(\mathbb{R})$, and the principal value Cesàro evaluations
\begin{equation}
p.v.\langle H_{x_0}(u \pm i0), 1 \rangle = \nu_\pm \quad (C)
\end{equation}
both exist. In this case $\nu_\pm = \pi \gamma_\pm$.

Proof. If the distributionsal lateral limits $f(x_0^+) = \gamma_+$ exist and $f$ has no Dirac delta function at $x = x_0$ we can write $f = f_+ + f_-$ where $f_\pm$ do not have delta functions at $x = x_0$, supp$f_+ \subset [x_0, \infty)$, supp$f_- \subset (-\infty, x_0]$, $f_+(x_0^+) = \gamma_+$, and $f_-(x_0^-) = \gamma_-$. Then we define
\begin{equation}
H_{x_0}(z) = \begin{cases} 
\langle f_+(x), e^{iz(x-x_0)} \rangle, & \text{Re } z > 0, \\
\langle f_-(x), e^{iz(x-x_0)} \rangle, & \text{Re } z < 0,
\end{cases}
\end{equation}
so that $H_{x_0}(u \pm i0) = \hat{f}_\pm(u)$, and consequently
\begin{equation}
p.v.\langle H_{x_0}(u \pm i0), 1 \rangle = \pi \gamma_\pm \quad (C).
\end{equation}

Conversely, if (8.31) holds, then $f = f_+ + f_-$ where
\begin{equation}
f_\pm(x) = \mathcal{F}^{-1}\{e^{iuz}H_{x_0}(u \pm i0), x\}.
\end{equation}
But this implies that supp$f_+ \subset [x_0, \infty)$, while supp$f_- \subset (-\infty, x_0]$. Then (8.32) shows that the even parts of $f_\pm$ have the distributionsal values $\gamma_\pm/2$ at $x = x_0$. But since the distributions $f_\pm$ vanish on one side of $x_0$, it follows that the distributionsal lateral limits exist and no delta function is present. □

We immediately obtain the ensuing result.

Theorem 13. Let $f \in S'(\mathbb{R})$. The distribution $f$ is a distributionsally regulated function with delta functions if and only if for all $x_0 \in \mathbb{R}$, the distribution $\hat{f}(u)e^{-iu x_0}$ admits the decomposition
\begin{equation}
\hat{f}(u)e^{-iu x_0} = p_{x_0}(u) + H_{x_0}(u + i0) + H_{x_0}(u - i0),
\end{equation}
where $p_{x_0}(u)$ is a polynomial and where $H_{x_0}(z)$ is analytic for $z \in \mathbb{C} \setminus \mathbb{R}$, the distributionsal boundary distributions $H_{x_0}(u \pm i0)$ belong to $S'(\mathbb{R})$, and the principal value Cesàro evaluations
\begin{equation}
p.v.\langle H_{x_0}(u \pm i0), 1 \rangle = \nu_\pm \quad (C)
\end{equation}
both exist. The distribution $f$ is a distributionsally regulated function (without delta functions) if $p_{x_0}(u) = 0$ for each $x_0 \in \mathbb{R}$; if also $\nu_+ = \nu_-$ for each $x_0 \in \mathbb{R}$ then $f$ is a Lojasiewicz function.
In any case the set of points \( x_0 \in \mathbb{R} \) where \( p_{x_0}(u) \neq 0 \) is countable, as is the set of points where \( \nu_+ \neq \nu_- \).

One can use these ideas to prove that if the distributional lateral limits of a distribution that is the boundary value of an analytic function from the upper or lower half plane exist, then they must coincide [10].
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