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On the Cauchy problem for
hyperbolic functional-differential equations

by ADRIAN KArRPOWICZ and HENRYK LESZCZYNSKI (Gdansk)

Abstract. We consider the Cauchy problem for a nonlocal wave equation in one
dimension. We study the existence of solutions by means of bicharacteristics. The existence
and uniqueness is obtained in lecoo topology. The existence theorem is proved in a subset
generated by certain continuity conditions for the derivatives.

1. Introduction. This paper is devoted to the study of the Cauchy
problem for a second-order hyperbolic functional-differential equation.
Theorems on existence and uniqueness for this type of problems can be
formulated and proved by means of semigroup theory. The differential
equation of second order Dyu — Lu = f(t,x,u) (here £ is a second-
order differential operator) is transformed to the system of first order
differential equations

4 @) = [2 é]u(t) +E(t ),

(1.1)

and then semigroup techniques are used. In [E] we can find an example
of applications of semigroup theory to homogeneous hyperbolic differential
equations of second order.

Another method consists in using sine and cosine families. If ¢ > 0 is
a constant and f(t,z,-) is a causal operator, then the Cauchy problem for
the wave equation Dyu — a?Dy,u = f(t,z,u) can be transformed to the
abstract problem
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d2
12) @u(t) = Au(t) + f(t,uy),
' d
u(0) = u?, %U(O) =ul,

where u; is the Hale operator
ur(s) = u(t + s)

and the differential operator A generates a cosine family C(¢). The solution
of problem satisfies the integral equation

t

u(t) = C(t)u’ + S(tyu' + | S(t — 5)f(s,us) ds,

0
where S(t) = Sf) C(s) ds is the sine family corresponding to C(t). We find in
[TW] an outline of the theory of abstract second-order equations and sine
and cosine families. Abstract integrodifferential equations of second order
are investigated in [TDI1] and [TD2].

We consider a hyperbolic functional-differential equation where the func-
tional model depends on a set generated by bicharacteristics. If we want to
transform the PDE problem to the form , then this functional model
becomes difficult and does not seem to be natural.

Among other methods to prove existence theorems for hyperbolic equa-
tions, one can mention the fixed point theory, e.g. the method developed by
J. Schauder [S], who proved the existence of solutions to the Cauchy problem
for quasilinear hyperbolic equations in the normal form. In the case of semi-
grup theory and fixed point theory, we cannot see that the wave propagates
at finite speed and obeys the Huygens principle.

In the second half of the 20th century inner and exterior problems con-
cerning scattering of waves in bounded areas were studied. There are many
modern applications of scattering theory [LP]. One can see that inner and
exterior problems are mutually conjugated, which leads to nonlocal prob-
lems on the whole space R", in particular R!. We regard this as an addi-
tional motivation for extensive studies of nonlocal problems. Any extension
of boundary value problems to the whole space demands some regularity of
solutions (see [LTTl [LT2]).

In this paper, we define a functional sequence convergent to the solu-
tion of the differential problem which yields existence and uniqueness. This
definition is based on the method of bicharacteristics for linear hyperbolic
equations with nonconstant coefficient in the normal form. The theory of
bicharacteristics for second order partial differential equations is extensively
discussed in the monograph [K| which presents both methods: Picard iter-
ations in W1 and Schauder’s fixed-point approach with a kind of W2
regularity assumptions. We derive the existence in W1 with more gen-
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eral regularity conditions for first-order derivatives. Namely, our moduli of
continuity for partial derivatives are nonlinear.

Hyperbolic nonlinear PDE’s in two independent variables are used in
hydro- and gas dynamics, superconductivity, chemical technology and many
other application areas. For example, the waves in two-conductor transmis-
sion lines having small transverse dimensions are modeled by the telegraph
equation

Dyu = Dx(F(u)D:ru) + G,(U)Dmu,

where u, F'(u) and G(u) are respectively: the voltage between the conduc-
tors, the leakage current per unit length and the differential capacitance.
Nonlinear telegraph equations are investigated in many papers, in particu-
lar in [G], [B] and [HZ]. Another example of applications of our new results
is the one-dimensional heat propagation in a rigid body. It is described by
the equation

1
Dyul = D, @0(0)@9) Do [g C(8) de} Dy,

where C(6) is the special heat, 7y is the thermal relaxation time and x is
the thermal conductivity. Concerning the heat propagation in a rigid body
we refer to [HZ].

NOTATION.

e (C(X) is the space of continuous functions from a metric space X to R.

e C'(X) denotes the space of continuous functions from X to R that
have continuous first-order derivatives; here X is a subset of a normed
space.

e W1 (X) means the Sobolev space of L*-functions from X C R" to
R having first-order derivatives of the same class L (X).

o If u = u(t,x), then u; and uy denote partial first-order derivatives of
u in t and x, respectively.

o If n =n(s,t,x), then 1, n2 and n3 denote partial first-order derivatives
of n in s, t and z, respectively.

2. Integral equations. Let E = [0,7] x R. In this section, we consider
the classical wave equation, where a € C*(E), a > 0 on E and g € C(E).
It is natural to provide a decomposition of the operator Dy — a? Dy, which
leads to integral equations. We first consider the Cauchy problem for the
classical wave equation with homogeneous initial conditions

{ Dyu —a?Dypu =g in E,

(2.1)
u(0,2) =0, Duu(0,z) =0 forzeR.
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More general initial-value problems with the initial conditions can be easily
reduced to the Cauchy problem ({2.1)). Indeed, if u satisfies the IVP

Dttu—aQDmxu =9, u(O,x) = ¢(x)7 Dtu(()):v) :w(fU),
then @ = u — w satisfies (2.1) where w solves the Cauchy problem for the
homogeneous PDE

Dyw — a*Dypw =0,  w(0,z) = ¢(x), Dw(0,z) = ¢(z).

Denote A = a1 + aas where Dia = a1 and Dyza = as. It is natural
to consider bicharacteristics 7, 6 of the hyperbolic equation (2.1) passing
through (¢,z) € E:

1'(s) =als,n(s)),  n(t)
0'(s) = —a(s,0(s)), 0(t) =
These bicharacteristics will be denoted by 1 = n(s) = 7%%(s) and § = 0(s) =
01 (s), respectively. It is also convenient to write them in some formulas as
follows: n(s) = n(s;t,z) and 6(s) = 6(s;t,z). In that case we denote partial
first-order derivatives of n in s, t, x by 11, 12, 13, respectively. A similar
notation 61, 02, 03 applies to 6. If u is a solution of (2.1]) then
(Dt +aDy)(Dy — aDy)u = g — ADyu.
From this representation it is seen that the Cauchy problem (12.1)) is equiv-
alent to the system of first-order equations
Diu—aD;u=v in F,
(2.2) Dw+aDyv=9g—AD,u inFE,
u(0,2) =0, v(0,z)=0 forzeR.
System (2.2) can be integrated along the curves 0% and n**, which leads
to the integral equations

X,
Z.

Svs@m s,

0
= la( — A(s, 7" (s)) Dau(s,n"* (s))] ds.
0

If we substitute v from the second equation to the first one, we get an
integral equation for w:

tT

u(t, @) = { {[g(s, 7™ (s)) = Als, ™" ) () Dyu(s, 0" ") (s))] ds dr

00
ti

= V(5.7 () — A(s, ™" ) (5)) Dyu(s, 7™ ) (s))] dr dis.
0s
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We change variables
(2.3) [s,t] 5T —y= nT’Gt’x(T)(s).

If we have the inverse mapping y — 7 = T'(y; s,t, ), we denote

B(s,y,t,r) = a(T,0""(7)) exp ( S as(z,n7?"" (D (2)) dz) .

T

With this notation the above integral equation takes the form

. §9m§(8) 9(s,y) — A(s,y) Dau(s, y)

u(t,x) = =
D utn(s) B(s,y,t, )

2
Recall the notation ny = Dgn, no = Dy, n3 = D,n, 01 = D0, 0 = D0
and 63 = D, 0. We see that

Dxu(t,m) _ ;S{g(svy) _ A(S7y)DfEu(Svy)93(s;t .T)

dy ds.

0 B($7y7t7:€) y:@tvm(s)
gis,y _A S,Y Dxu S,y
54T y=n""(s)
e 9(s,y) — A(s,y) Dzu(s,y) 0B dud
_78 S BQ(S y t .I') %(Svyatvl') yas,
0tz (s) T
t
L[ g(s,y) — A(s,y)Dyu(s,y
Dtu(t,x):2g{ ( )B(s(y t)x) ( )92(3;75,3;) et
0 sy Iy by y=0%7(s
g(s,y) — A(s,y)Dyu(s,y
yYs by y:nt,x(s)
177 g(s,) = A(s,y) Dou(s,y) 9B
—58 S B2(s, y.t.7) a(s,y,t,x)dyds.

0nte(s)

In order to get %—f and %—Jf we calculate partial derivatives. From the
implicit function theorem we get

or 13(8; 7, 0" (7))03(7; 1, )
ox  na(s;T,00%(1)) + n3(s; 7, 06%(1))01 (T3 t, )
or n3(s; 7, 04%(1))0a(T5 t, )

ot _772(3; 7,007 (7)) 4+ n3(s; 7,007 (7))01 (T3¢, )

Note that 6;(7;t,2) = —a(r,0%%(7)). From the theorem on differentiability
of solutions with respect to initial conditions (see [W]) we have
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na(s; 7, 07" (1)) = —a(T, 0% (7)) exp (Sag(z,nT’gt’z(T)(z)) dz),

T

ma(s; 7,0 (1)) = exp (§az(e, ™" (2)) d2)),

T
T

Oo(15t, ) = a(t, ) exp(— S as(z, 0% (2)) dz),

Os(1;t,x) = exp(— S as(z, 0% (2)) dz).
t

Thus
or _ exp(f; az(z,6""(2)) dz)
ox 2a(T, 0% (1)) )
g _ a(t, ) exp(xi a2(279t’”(z))d7;)
8t 2a(7—’ 0t7x(7')) .

We calculate the derivatives of B:

0B
87(87 Y, t? .’L')

. ay (T, em(T ) ‘ I oty yl ’ ; 1 05T (1) 4 /
- 72(1(7_7 G (1) exp (§a2(t 05 (t) dt’ 4+ §a2(t .7 (t')) dt >,
0B
E (Sa Y, t) 117)
_ a(t,x)ay (1, 0" (7)) 0 Ity / ; 1 T 05T () 4 '
= ) me@@ﬁ @»ﬁ+!@@m () dt'),

where 7 = T (y; s,t, ).

REMARK 2.1. We apply the method of bicharacteristics and the above
decomposition to the Cauchy problem

{ Dyu — a?Dypu = g(t,z) in E,
u(0,z) = ¢(x), Dwu(0,z) =1(z) forzeR.
Then we obtain the fixed-point equation

tet,a;(s)
1 g(s,y) — A(s,y)Dyu(s,y)
o)t =g L T B
072 (s)
6t (0)

S Y(y) —a(0,9)¢'(y)
C(y,t,x)

(2.4)

dyds

+3 dy + ¢(6"*(0)),

n%(0)
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where
Cly,t,2) = als,0% (s)) exp(— [ sz, ") (2)) d2).
0

Here y = ns’et’z(s)(O), and we have the inverse mapping y — s = S(y;t, x).

REMARK 2.2. If a = const > 0 then A = 0, and we get the well known
d’Alembert formula
t x—as+at

1
0 x+as—at

for problem ([2.1)), and the formula

1 t T—as+at x+at

ub)=o-| | glsdyds o | b dy

0 z+as—at x—at
+ 5[o(z + at) + ¢(z — at)]
for problem ([2.4)).

3. Main results. In this section, we present an existence and unique-
ness theorem, another existence theorem and some applications.

3.1. Functional-differential equation. We use the integral represen-
tation to the differential-functional problem to be formulated in this
subsection. Our functional model is associated with the area of the wave
dependence. Let (t,2) € £ and v € C(E,R). Then u|g, , : F, — R is the
restriction of u to the set Ey;, where

Bra={(s,y) € [0,t] x R:n""(s) <y < 0"7(s)}.

By formula for solutions of the Cauchy problem , we see that the
value of u at any point (¢,z) € E depends only on the values given in the
bounded region E;, (compare with the Huygens principle). It is seen that
the initial condition at the point (0, ) affects only that part of the solution
in the bounded region

{(s,9) € [0,1] x R:0°"(s) + . — 657(0) <y <" (s) + 2 —n""(0)}.

This illustrates the finite speed of wave propagation. We deal with the follow-

ing Cauchy problem for a second-order partial functional-differential equa-

tion:

(3.1) {Dttu(t,:n) —a%(t,x)Dypult, ) = f(t,, ug,,) for(t,r)€FE,
u(0,2) =0, Dwu(0,z) =0 forz e R,

where a : E — R and f(t,z,-) : WY®(E;,) — R for all (t,x) € E.
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The Cauchy problem ((3.1)) is equivalent to the integral fixed-point equa-
tion
1 t Qt,x(s)
(3.2) u(t, ) = 55 |
Ont=(s)
We will give sufficient conditions for VV&)(?O convergence of Picard iterations

corresponding to (3.2]). Next we provide a Schauder-type existence theorem
in a similar metric space.

LEMMA 3.1. If a € CYE) and a(t,z) > 0 for (t,x) € E, then the
bicharacteristics %% and n* are unique, n**(s) < 64%(s) for0 < s <t < T,
and Es, C E; 4 for (s,y) € Ey 4.

f(sa Y, u|Es,y) - A(Sa y)DzU(& y)
B(s,y,t, )

dyds.

Proof. Since the solutions 1 and 6 are unique, we see that if (s,y) € E; 4
then s <t and

V() >0t (t) and  OY(H) < 04F(t) for 0 <t <t
Thus Esy C By ;. m
THEOREM 3.2. Suppose that:
(a) a € CHE) and a(t,z) > 0 for (t,z) € E.
() f(-,-,0): E — R is continuous and f(t,z,-) : Wh>(E;,) — R.
(¢) There is a nonnegative function L € C(E) such that L(s,y) < L(t,x)
for Esy C E;, and

F(ta,w) — f(t,2,0)] < Lt 2)Jw — vllwreqs,y  for (t,7) € F.
Then there exists exactly one solution of problem (3.1)) in the class VVIE)COO(E)

_ Assumption (c) of Theorem can be formulated with any nonnegative
L € C(F), and then this function can be modified as follows: L(t,z) =

supg, . L(s,y). Its monotonicity with respect to the sets E; , is justified by
Lemma

REMARK 3.3. Theorem can be used to investigate the existence and
uniqueness of solution of variable-coefficient delayed nonlinear telegraph
equations of the form

Dyu = Dy (a(t,x)Dyu) + g(t, z,u(t/2,z), Dyu(t/2, x)),
where a € C'(E), a > 0 and ¢ satisfies the Lipschitz condition.

3.2. Existence of solutions. We deal with the existence of solutions
to the Cauchy problem , not necessarily unique. The main assumptions
are: the sublinearity of f and the existence of moduli of continuity for the
unknown functions and their derivatives. It turns out that these moduli are
more general than the Lipschitz condition: they are generated by Perron
comparison conditions. A function o : [0,7] x Ry — R4 is said to be a
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Perron function if o is continuous, o(t,0) = 0 for ¢ € [0,T], and the unique
solution of the Cauchy problem

y(t) =o(tyt), y(0)=0,
is y(t) = 0 for ¢t € [0, 7).
Denote Dw(t, x) = (Dyw(t,z), Dyw(t,z)) and
|Dw(t, z)| = max{|Dyw(t,x)|, |Dyw(t,z)|}.
Let w: Eyp — R, w: Bz — R and € > 0. Then

dist(w, w) = sup lw(s,y) —w(s, 7).
(Svy)eEt,wv (§7g)eEf,i7 |5_§|§67 |y—?ﬂS6

THEOREM 3.4. Suppose that:

(a) a € CY(E) and a(t,z) >0 for (t,z) € E.

(b) For every xo € R there are K > 0 and continuous functions My, Ny :
[0,T] x Ry — Ry such that Mg(t,0) = Nf(¢,0) = 0 for t € [0,T],
Mg, Ny are nondecreasing with respect to the second wvariable, for
every constant C' > 0, the map

[0,T] x Ry > (t,r) — Ms(t,r)+ Cr
is a Perron function, and

‘f(tawv U)) - f(t7i'7w)‘
< Nf(tu diStK\xf:f\ (wu II))) + Mf(tv diStK\xf:f\ (DU), Dﬂ)))
for all (t,x),(t,Z) € Epg,, w € Wl’oo(Et,x), w e Wl’oo(Et@).
(c) There is a nonnegative function L € C(E) such that
[f(t, 2, w)| < Lt 2) (1 + [wllweos,.))
for (t,z) € E, w € WH®(E).

Then there exists a solution of problem (3.1)) in the class Wl’OO(E).

loc

3.3. Applications. Based on Theorem [3.2] we investigate the local
existence of solutions of the Cauchy problem

(3.3) {Dttu(t,x) — (u(t,z) + 1)*Dygu(t,z) = f(t,x,up,,) for (t,z) € E,
' w(0,2) =0, Dwu(0,z)=0 forzeR.

The nonlinear telegraph equation is our motivation for studying the above
differential-functional problem. The coefficient (u + 1)? can be replaced by
any regular function g : F x R — R such that g(¢,2,0) > 0 for (¢t,x) € E.
The Cauchy problem is equivalent to the integral fixed-point equation
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“(s)
S? 7u 3
S f(sy |Eé,y) dy ds

1 t
tx) ==
U( ’$) 2§) B(87 y’ t? x)

(s)

1 §9M§(S) [Dyu(s,y) + (u(s,y) + 1) Dyu(s, y)| Dyu(s, y)

2 B(s,y,t,x)

dyds,
0nh(s)
where 7, 6 depend on u and satisfy the ODE’s

n'(s) =u(s,n(s)) +1,  n(t)
0'(s) = —u(s,0(s)) — 1, 6(t)

T
T

)

and
S

B(s,y,t,z) = (u(r, Gt’x(T)) + 1)exp (SUQ(Z’,HT,Gtvm(T)(Z)) dz).

T

THEOREM 3.5. Suppose that:

(a) f(-,-,0) : E — R is continuous, bounded and f(t,x,-) : WH>(E; ;)
— R for (t,z) € E.
(b) There is a constant L such that
|f(t7x)w) - f(t,CE,’U)| < L”w - UHWI’OO(Et,z) Jor (ta .’E) €L

Then there exists exactly one solution of (3.3) in the class WH>°(]0, o] x R)
for some to € [0,T].

4. Proofs of theorems. We present the proofs of the theorems from
Section |3} Since the integrand of the right-hand side of contains the
derivative D,u and possibly D;u, we have to consider an extended system
of integral equations

t et,I(s)
u(t,z) = (Su)(t,x) =\ | Fols,y,t,2,u)dyds,
0t (s)
¢
Dyu(t,z) = (Su)1(t, z) := SGl(s,t, x,u)ds
0
t et,fl)(s)
(4.1) —S S Fi(s,y,t,z,u)dyds,
0nhe(s)
t
Dgu(t,x) = (Su)a(t, x) :== SGQ(s,t, z,u)ds
0
t Ht,fl)(s)
_S S F2($7yvtax7u\E5,y)dyd87
0nbt*(s)
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where
A(s,y)Dzu(s,y)
$,Y,t,2)

s,y)Dyu(s,
A(s, y)Dau( y)aalf(s yot. 1),

1 f(S y7u|ES

F0(87 yatvxa U) =

) -

B( ;

f(s,y,up,,) —

B2(s,y,t, x)
) -

A(s,y)Dyu(s,y) gf(s yot. 1),

Fl(suyatvxau) =

f(S Y, W E,,

FQ(S,y,t,,I,U): B(Syt.f)

f(87 Y, u|E5,y) - A(37 y)DSUu(S7 y)
B(s,y,t,z)
1 f(87 Y, U\Es,y) - A(S7 y)DIu(Sv y)
— = na(s;t, x)
2 B(s,y,t, x)
1 f(s:9,ug,,) — Als,y)Dau(s,y)
2 B(s,y,t,z)
B 1 f(S, Y, U\Es’y) - A(Sv y)DIU(Sa y)
2 B(S,y,t,ﬂj) y:nm(S)
Proof of Theorem 3.2. Consider the sequences u”, Diu™, D, u™ given by
uO(t,z) = 0, Dyul(t,z) = 0, DyuO(t,z) = 0 and
u™(t, x) = (Su™)(t, ),
(4.2) Dyt (t, ) = (Su™)1(t, z),
D u™t(t, z) = (Su™)a(t, ).
We show that they converge to u, Dyu, D u, respectively, where u is the so-

lution of problem ({3.1]). For an arbitrary point (tg, z¢) € F define seminorms
|| - ||? by the formula

= N = N = N

Gl(s,t,x,u) = 92(8§t,1‘)

y=0"%(s)

y=n"=(s)

Ga(s,t,x,u) =

03(8; t7 .’E)

y=61:2(s)

n3(s;t, x)

[ollf = sup  |vllwree(s,,)-
5,9)E€Etg 0
s<t
We know that
t
(4.3) 07 (s) — 0" (s) = | [a(z,0""(2)) + a(z,n""(2))] dz.

S

From (4.3) and continuity of a(-), it is seen that there is a positive constant
Cy depending on tg, xg such that

04" (s) — " (s) < Co(t —s) for 0 < s <tand (t,2) € Fyy -

Since a(t,z) > 0, it follows that 0%%(s) —n*(s) > 0 for 0 < s < t. Fix
(to, o) € E. Then the continuous functions a, a; and ag are bounded on the
bounded set Ey, 4. Suppose that (¢,x) € Ey 5, or equivalently E; , C Ey, 4,
and k =1,2,.... Then
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Tt @) — uF (¢, )| = [(Su®) (@) — (Su (¢, )|
t 057 (s)

ls S |:’f(57y7u|kEs“) f(S y? ‘E )|
|B(s, y,t,z)|

0t (s)

) k B k—1
|A(S>y)’ |Dmu (579) D,u (S>y)|:| dy ds
|B(s,y,t, )|

1 S S S |:L(8’ y)Huk - ukilnwl’w(Es,y)
|B(s,y,t, )]
|A(s,y)| - D" (s, y) — Dyub~!

(S,y)q
+ dy ds
|B(s,y,t,z)|

IN

VK[l — ub 1|9 ds,
0
where

L(s,y) + |A(s,
Ky = Ki(to, 20) = Co sup (2 g) A y)!
Es,yCEt, 2 CEty,a | (Sa y,t,:c)|

Moreover

]Dtukﬂ(t x) — Dtuk( x)|

T2 \B(&y,t,x)\
) k . k—1
+Iz‘l(s,y)l |Dyu¥(s,y) — Dyu (s,y)l]%(s;t,x), s
|B(s,y,t,x)| y=012(s)
+1§ (s, y,uf, ) = f(s,9,upy )
23 |B(s,y,t, )|
] k _ k—1
N |A(s,y)| - |Dau”(s,y) — Dyu (S,y)l],m(s;w” ds
’B(S y,t, 1’)’ y=ntZ(s)
t 6"
1 (s, y,ufy, ) = fs, 9,0 ) 9B
A { B(sy.6.0) g b)) dyds
0t (s)
|A(s,y)| - | Deu(s,y) — Dy~ (s,y)|]| 0B
= t,x)| dyd
Blsy.t.7) or (#y 1) dy ds

IN

| Ko lu — uF 1|9 ds,
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Ky = Ks(tg, xo)

0B

E(S, y,t,x)

— Sup L(S7y) + ‘A(S7y)| (CO
EsyCEt, e CEt aq 2‘B(87y7t7 x)‘

T 10a(sst,2) | + \nz(S;t,w)!>-

In the same manner we see that
t

Dot 2) — Dyl (t, )] < | Ks|lu® — o2 ds,
0
where
K3 = K3(to, xo)

0B
%(87 Y, ta .CU)

_ L(s,y) + |A(s, y)| (
= sup .
Es,yCEt, e CEtg,zq Q\B(s,y,t, l’)‘

T 10s(sst,2)| + \n3<s;t,x>r).

Let K = K1 + K2 + K3. By the above inequalities, we get
t
(4.4) = ) < K — o0 ds.
0
If we apply induction to (4.4), we see that

C
= < (R,

where C' = |ju! — “0HW1700(E,50,3¢0)~ Thus

C(toK)*

K+l k
™" = u¥llwroo (i, L) < 7l

Consequently, v, Diu" and D,u"™ converge uniformly on FEy, ,,. Taking
n — oo in (4.2)) we get

u" —u, D" — Dy and Dyu™ — Dyu  on Ey g,

where u is the solution of . We claim that the solution exists on FE.

Indeed, the solution exists on Er, for each x € R. The function 7 is in-

creasing and 6 is decreasing, hence the set E7 ., N E7 ., is not empty if the

distance between x; and x9 is small enough. By uniqueness, there is only

one solution on E7 ., N E7,,. Thus we get the unique global solution on £.
This completes the proof of Theorem 3.2. =

Proof of Theorem 3.4. Let u; = Dyu and uz = Dgzu. Problem (3.1))
is equivalent to the fixed-point equation © = Swu where the operator S is
defined by (#.1)). Fix (tp,79) € E and consider the set 20  containing all

pw
functions u € WLOO(EtO,xO) satisfying the inequalities
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u(t,2)] < plt),  Jur(to)] < p(t),  Jualt, )] < pld),
|’LL1(t + 6,$) - ul(ta 'T)| < w(tv E)v |u2(t + Ea$) - U2(ta .T)| < w(ta 6)7
|U1(t,ZL‘ + 6) - Ul(t, :E)| < W(tv E)) |’LL2(t,ZL‘ + 6) - u2(ta ZL‘)| < w(ta E))

for (t,z), (t+€,x), (t,x+€) € Ey, o, with € > 0. Here p and w are functions

which will be specified later. The set ng is closed and convex.

We choose p (for all u € ng) to satisfy the following inequalities:
t et,z(s)
((Su)(t,x)| < |\ |Fo(s,.t,2,u)|dyds
077’5 ””( )

L+|A $,Y)|
S § 235y,t,x)<1+4p(8))d8dyd8

K\ Co(t — s)(1+ 4p(s)) ds < (1),
0

t@t,x(s)
y(slu)(t,x)\gS\Gl(s,t,m,u>|ds+§ V IFi(s .t 2,u)| dy ds
0 07712 (s)

t t

< 2K | (1+4p(s)) ds + KCoT | (1 + 4p(s)) ds < p(t),

0 0
|(S2u)(t, )| < p(t).
With an appropriate choice of w, we prove that the operator S maps the set
Qow into itself. For this purpose, we estimate increments of the functions

Slu and Sou:
|(S1u)(t,z + €) — (S1u)(t, x)|

t

< S |G1(87t’$+ 67““) - G1(8>t1x7u)’d$

0
t 0t,z+e(s) tet,z(s)

—1—“ S Fl(s,y,t,x—i—e,u)dyds—s S Fi(s,y,t,x,u)dyds|.
0mtwte(s) 0t (s)

We estimate the first term of the above sum:
t

S’G1(87t7x + G,U) - Gl(s,t,x,u)\ ds

0
§ f S, y7u|E5 y) —A(s,y)Dxu(s,y)
0

Oo(s; t,
B(s,y,t,z +€) 28tz +e)

y=00+e(s)
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) — A(s,y)Dau(s, y)
B(s,y,t, )

f(s,y,up, ) — Als,y) Dau(s, y)
B(s,y,t,x +¢€)
f(S,y,U|Es y) - A(S,y)DmU(S, y)

_ d it
B(S,y,t,.ﬁ) 772(8’ ,.Z‘)

S, Y, u
f(s,y |Es,y ds

92(8; t7 Jf)

y=0t(s)

ma(s;t,x +€)

t
+)
0

y=nHrre(s)

ds

y=nbH=(s)
t
< S (K&g(ﬁ) + KNf(S, diStK|9t,z+e(s)_9t,z(s)| (u‘Es,ef,mH(s) , U‘Es,etvz(s) ))

0
+ KMf(S, diStK|9t,1+é(s)_9t,z(s)‘ (DU|ES,GMT+€(S) , Du|Es,9t@(s) )
+ Kw(s, [05"%¢(s) — 6%(s)|) + Kd3(e)) ds
t
+ S (K(54(6) + KNf(S, diStK\nt’z+€(s)—ntvI(s)|(U\ES nbae (s |Eg b (s )))
0

+ KM (s, distge e (s) i (s) (DulES,nt,m(s) ) D“\Es,”t,z(s) )
+ Kw(s, [n"7(s) = 0" (s)]) + K5(e)) ds.
Using the elementary calculus we get
ults, z1) — u(te, z2)| = |Dyw(&r, 21)| - [t — to| + [Daults, &) - |21 — 22
< Oty — tof + o1 — @2|)
(t1 <& <tag, 11 <& < 79)
g+ (s) — 62 (s)| < eelalt=s).
"5 (s) = " (s)] < el
where L, is the Lipschitz constant of the function a(t,z) and
dist‘gt,zﬂ(s)_gt,z(sﬂ(u‘Es,et’HE(s),U|Es7em(s)) < Meelat,
distpoese(s)or (0] (W, ese 0 UIE, yray) S Me™™”.
Moreover, we have
|Es,etyz(s)) < w(s, Keela?),

w(s, Keelat).

dist‘gt,aﬂ»e(s)_gt,z(s)l <Du|Es,et,z+€(s) y Du

IN

diSt|nt,m+e(S),nt,m(s)‘ (DU|E

entiteqey DUE, ()
From the above inequalities we get

t
(45) S ‘Gl (S’ LT+ u|Et,9tvz+6(s) ! U‘Etmt’IJre(s))
0
{ )| ds

_G1(57t7x7u\E 06T () |Et nb ()
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[N (s, Keelt) + My(s,w(s, KeePa')) 4+ w(s, ee™!)] ds

[My(s,w(s, Kee™ ') + w(s, ee™")] ds.

We can show that there is a modulus of continuity & such that

t ObTte(s)
(4.6) S S Fi(s,y,t,x +¢€,u)dyds
0 mhrte(s)
t 07 (s)
—S S Fi(s,y,t,x,u)dyds| < d(e).
Ont=(s)

From (4.5)) and (4.6|), there is a constant M > 0 and a modulus of continuity
0 such that

|(Slﬂ)(7ﬁ,l’ + 6) - (Sla)(tvl‘”

< Mé(e) + MS [M(s,w(s, KeePt)) 4+ w(s, ee™t)] ds.
0

Similarly, we get

|(S20)(t, 2 + €) — (Sau)(t, )]

< Mé(e) + MS (M (s,w(s, Kee" ")) + w(s, ee™)] ds.
0

Note that

t+e
4.7)  [(S1u)(t+ e x) — (S1u)(t,x)| < S |G1(s,t +€,x,u)|ds

+ S |G1(s,t +€,2,u) — Gi(s,t, z, UE, yoo oy u)|ds
0
te 0777 (s)
—i—‘ S S Fi(s,y,t + € z,up,,)dyds
0 pites(s)
t 0% (s)
—S S Fi(s,y,t,x,u)dyds|.
0nt=(s)
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There is a modulus of continuity 4 such that

tte 9t+e,x(s) t gt,:c(s) ~
S S Fl(s,y,t—i—e,x,u)dyds—s S Fi(s,y,t,z,u)dyds| < d(e).
0 piter(s) 0nh(s)

As before, we get

t
S‘Gl(sat+eaxvu) - Gl(S,t,ZL‘,U)|dS

0 t

< Mo(e) + MS (M (s,w(s, Cee™)) + w(s, Ceela?)] ds.
0
There is a constant M > 0 such that

t+e
S |Gi(s,t+€,x,u)|ds < Me.
t

By the above reasoning, we get

|(S1u)(t + €, z) — (S1u)(t, x)|
< Mé(e) + M§ [M(s,w(s, Ceelt)) + w(s, Ceela?)] ds.
0
Summarizing, the operator S maps the set ngw into itself if w satisfies
the integral inequality
w(t,e) > Md(e) + M§ [M¢(s,w(s,Ce)) +w(s,Ce)] ds.
0
Now w is defined as the maximal solution of the integral equation

(4.8) w(t,e) = Md(e) + M| [M(s,w(s, Ce)) + w(s, Ce)] ds.
0

This solution is a modulus of continuity, i.e. it is the unique maximal solution

and lim._,ow(t,€) = 0 (see Lemma [4.1)).
LEMMA 4.1. Let My satisfy assumption (b) of Theorem Then there
(4.8

is a unique mazimal solution w(t,€) of the integral equation (4.8) and

liné w(t,e) =0 fort e [0,t] and e > 0.
€—>

Proof. Let My(t,r) = M[M;(t,r) +7] for (t,r) € [0,t0] x Ry and 6(¢) =
Mé(e). There is no loss of generality in assuming that the function 0 is
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bounded and M ¢ is sublinear, i.e.

M(t,r) < A4 Br for all (t,7) € [0,t0] x Ry,
5(e) < Cs for all e € R;..

We define a functional sequence {w(t, €)} by the recurrence formulas

wo(t,€) = (Cs + Atg)eP",
t
_ 1 .
wit1(t,€) = d(e) + o" —}—SMf(s,wk(s,Ce)) ds, k=0,1,....
0

It is seen that wq(t,€) < wp(t,€), and by induction we have

wiy1(t,€) = 8(e) + \ My (s,wi(s, Ce)) ds

< 5(e) + \ My (s,wp_1(s,C¢€)) ds = wi(s, €).

O e o+ O e

Thus wg11(t,€) < wg(t,e) for all & € N. The monotone sequence {wg(-,€)}
is convergent The function w(t, €) = limy_o0 w(¢, €) is the unique maximal
solution of (4.8). Set ¢ = 0. Because M(t,0) = 5(0) = 0 and Mj(t,r) is the
Perron functlon we see that w(t,0) = 0 is the unique solution of the integral

equation (4.8]) with e = 0.

This completes the proof of Lemma 4.1 and of Theorem 3.4. =

Proof of Theorem 3.5. We consider the sequence of successive approxi-
mations u” defined by u°(¢,z) = 0 and

Dttun+1(t, x) _ (un(t, 33) + 1)2szun+1 (t, iL‘) = f(t, x, u‘rglz)
(4.9) or b e b,

u"t1(0,2) =0, Dwu"t(0,2) =0 for z €R.
We define bicharacteristics 1, 6, of the hyperbolic equation (4.9):
77;1(3) =u"(s,mn(s)) +1, M(t) =z,
0,(s) = —u"(s,0n(s)) — 1, O,(t) =z

The existence and uniqueness of solutions of (4.9)) follows from Theorem
with a(t,z) = u™(t,z) + 1.

The Cauchy problem (4.9)) is equivalent to the integral fixed-point equa-
tion



Cauchy problem for hyperbolic equations 71

t 05 (s)

1 f(ssy,uy, )
4.1 ) = U dy d
@10 w0 =30 | Ftnn ¥
0ni®(s)
th{z(s) n n n n+1
o 18 S [Dtu (Svy)+ (U (S,y)‘i‘l)DxU (Say)]Dm U(S,y) dde
27, B"(s,y,t,x) ’
Onp®(s)

where

S
Bn(s, Y, t, ac) = (un(T, 9;51’36(7')) + 1) exp (S l)gﬂﬂl(z;7 n;ﬁfﬁ(ﬂ(z)) dz) .
T
We can use Theorem |3.2] as far as u"(¢,z) +1 > 0. So, there exists a solution
of equation on some set [0, 9] X R, where ty > 0 is sufficiently small
(see Lemma |4.2]).

Define increments e”(t,z) = u"*1(t, z) — u™(t, z). Since the bicharacter-
istics strongly depend on the solution, we have to derive W1 estimates
which are global with respect to . One works out the following estimates
by induction on n:

e lwree (i, ) < Ct
t

le™ lwroe () < C Yl llwroo () ds.
0

As a result we get the following estimate of the increments e™:
n (Ct(])n+1
e HWI«OO(EtO,IO) = m

At each step of the demonstration of these estimates it is important to make
sure that the function a(t,x,u) = u + 1 is strictly positive, which follows
from the inequality [[u" |10 (i, ) < eC? —1, hence u"+1 > 1+ (et —1).
So, if we take tg € (0,7] so small that e“® < 2, then the solution of
exists on the set [0,tp] x R.

LEMMA 4.2. Let f satisfy the assumptions of Theorem [3.5] and let u in
Wheo([0,to] x R) be such that u+1 > Ky and [Jully1.00 o t)xr) < Ko for
some K1 € (0,1) and Ko > 0. Then the solution of the problem
Dyo(t,z) = (u(t, ) +1)*Dagv(t, 7) = f(t, 2,05, ,)

(4.11) for (t,z) € [0,t0] X R,
v(0,2) =0, Dw(0,2) =0 forxeR,

is such that v+ 1> Ky and [[v][yri.eo(jot0]xr) < Ka-

Proof. The Cauchy problem (4.11) is equivalent to the integral fixed-
point equations
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t 057 (s)
v(t,x) = S S Fo(s,y,t,x,v)dyds,
0nte(s)
t t 057 (s)
Dyou(t,x) = SGg(s,t,x,v) ds —S S Fy(s,y,t, 2,08, ) dy ds,
0 0nte(s)

(4.12)

where

f(S, Y, U\Es’y) - A(S7 y)DIU(Sy y)
B(S7 y’ t’ :I:)

f(s7y>U\Es,y) _A('S)y)Dx/U(Say) 82(5 " .’E)
B2%(s,y,t, ) oz b

f($7 Y, U\Esyy) - A(Sa y)DIEU(S> y)
B(s,y,t,x)
_ 1 f(37 Y, /U|E57y) - A(Sa y)D:cU(S; y)

2 B(s,y,t,x)
A(s,y) = Dyu(s,y) + (u(s,y) + 1)Dyu(s, y),

s

B(s,y,t,z) = (u(r,0""(7)) + 1) exp (SUQ(Z, ™0 M) (2)) dz),

T

FD(Sayatvxvv) =

)

FZ(Sa y,t,l’,v) =

GQ(Svtaxv’U) = 03(8;15,.%’)

N~ NI~ N

y=0%2(s)

n3(s;t, x)

)

y=nt%(s)

1'(s) =u(s,n(s)) +1,  n(t)
0'(s) = —u(s,0(s)) =1, 6(t) =

From the assumptions of the lemma and from (4.12)), we deduce that there
exists A > 0 such that

xz,
x.

t@t,x(s)

o(ta)| < § | AL+ [Deo(s,y))) dy ds,
07t:2(s)
t

|Dyvu(t, z)| < SA(l + sup |Dmv(s,y)|> ds
0 Y€ (s),07(s)]

t et,:c(s)
+1 | A+ [Dyu(s,y)|) dy ds.
0nte(s)
It is easy to show that there is B > 0 such that [0%(s) — n"*(s)| < B. So
there exists C' > 0 such that

t

(4.13) |U(7§,:L‘)|+]va(t,:x)|§SC<1+ sup |Dzv(s,y)|)ds.
0 y€E[nh*(s),04(s)]
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Therefore we get the inequality

t
sup | Dyv(t, z)| < SC(I + sup | D,v(s, x)]) ds.
zeR 0 z€R

Now Gronwall’s lemma tells us that

(4.14) sup | Dyu(t, )| < Ctoet.
zeR

From (4.13]) and (4.14) we get

sup |v(t, )| < Ctoe®t.
zeR

We may choose to > 0 such that v(t,z) + 1 > 1 — CtoeMb > K; (because
K € (0, 1)) and HUHWL‘X’([O,to]XR) < Ko.
This completes the proof of Lemma 4.2 and of Theorem 3.5. =
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