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#### Abstract

The incidence coalgebras $K^{\square} I$ of interval finite posets $I$ and their comodules are studied by means of the reduced Euler integral quadratic form $q^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$, where $K$ is an algebraically closed field. It is shown that for any such coalgebra the tameness of the category $K^{\square} I$-comod of finite-dimensional left $K^{\square} I$-modules is equivalent to the tameness of the category $K^{\square} I$ - Comod $_{\mathrm{fc}}$ of finitely copresented left $K^{\square} I$-modules. Hence, the tame-wild dichotomy for the coalgebras $K^{\square} I$ is deduced. Moreover, we prove that for an interval finite $\widetilde{\mathbb{A}}_{m}^{*}$-free poset $I$ the incidence coalgebra $K^{\square} I$ is of tame comodule type if and only if the quadratic form $q^{\bullet}$ is weakly non-negative. Finally, we give a complete list of all infinite connected interval finite $\widetilde{\mathbb{A}}_{m}^{*}$-free posets $I$ such that $K^{\square} I$ is of tame comodule type. In this case we prove that, for any pair of finite-dimensional left $K^{\square} I$-comodules $M$ and $N, \bar{b}_{K^{\square} I}(\operatorname{dim} M, \operatorname{dim} N)=\sum_{j=0}^{\infty}(-1)^{j} \operatorname{dim}_{K} \operatorname{Ext}_{K^{\square} I}^{j}(M, N)$, where $\bar{b}_{K^{\square} I}: \mathbb{Z}^{(I)} \times \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ is the Euler $\mathbb{Z}$-bilinear form of $I$ and $\operatorname{dim} M, \operatorname{dim} N$ are the dimension vectors of $M$ and $N$.


1. Introduction. Throughout this paper, we denote by $\mathbb{Z}$ the ring of integers and by $\mathbb{Z}^{(I)}$ (resp. $\mathbb{Z}^{I}$ ) the direct sum (resp. direct product) of $I$ copies of $\mathbb{Z}$, where $I$ is any set. We view $\mathbb{Z}^{(I)} \subseteq \mathbb{Z}^{I}$ as abelian groups. Throughout we fix a field $K$ and we assume that $I \equiv(I, \preceq)$ is a poset (not necessarily finite) that is interval finite in the sense that the interval

$$
[a, b]=\{s \in I ; a \preceq s \preceq b\}
$$

is a finite subposet of $I$, for all $a \preceq b$ in $I$ (see $[46]$ ). A poset $I$ is called $\widetilde{\mathbb{A}}_{m}^{*}$-free if it contains no subposet of the form
 with $m \geq 2$.

[^0]Following 46, 48, we denote by $\widehat{K I}$ the complete incidence $K$-algebra consisting of all square $I$ by $I$ matrices $\lambda=\left[\lambda_{p q}\right] \in \mathbb{M}_{I}(K)$ with $\lambda_{p q}=0$ if $p \preceq q, p, q \in I$, does not hold in $I$. Since $I$ is interval finite, the product $\lambda^{\prime} \cdot \lambda^{\prime \prime}=\left[\lambda_{a b}\right]_{a, b \in I}$ with $\lambda_{a b}=\sum_{j \in I} \lambda_{a j}^{\prime} \cdot \lambda_{j b}^{\prime \prime}=\sum_{a \preceq j \preceq b} \lambda_{a j}^{\prime} \cdot \lambda_{j b}^{\prime \prime}$ is a well defined matrix lying in $\widehat{K I}$, for any $\lambda^{\prime}=\left[\lambda_{i j}^{\prime}\right]$ and $\lambda^{\prime \prime}=\left[\lambda_{i j}^{\prime \prime}\right]$ in $\widehat{K I}$. Hence, $\widehat{K I}$ is an associative $K$-algebra and the matrix $E$, with $1^{\prime}$ 's on the main diagonal and zeros elsewhere, is the identity of $\widehat{K I}$. The incidence $K$-algebra of $I$ is the subalgebra $K I$ of $\widehat{K I}$ consisting of all matrices in $\widehat{K I}$ with at most finitely many non-zero coefficients. It follows that $K I$ is an associative $K$ subalgebra of the unitary algebra $\widehat{K I}$, and the matrix units $e_{p q}$, with $p \preceq q$, having the identity in the $(p, q)$ entry and zeros elsewhere, form a $K$-basis of $K I$. Given $j \in I$, the matrix unit $e_{j}=e_{j j} \in K I$ is a primitive idempotent of the $K$-algebra $K I$, and $\left\{e_{j}\right\}_{j \in I}$ is a complete set of pairwise orthogonal primitive idempotents of $K I$. Obviously, $K I$ has an identity element if and only if $I$ is finite.

Following Sweedler [57] (and [38, 46]), given a field $K$ and an interval finite poset $I$, we define the incidence $K$-coalgebra of $I$ to be the triple

$$
\begin{equation*}
K^{\square} I=\left(K I, \Delta_{I}, \varepsilon_{I}\right), \tag{1.2}
\end{equation*}
$$

where the counit $\varepsilon_{I}: K I \rightarrow K$ and the comultiplication $\Delta_{I}: K I \rightarrow K I \otimes K I$ are defined by

$$
\Delta_{I}\left(e_{p q}\right)=\sum_{p \preceq t \preceq q} e_{p t} \otimes e_{t q}, \quad \varepsilon_{I}\left(e_{p q}\right)= \begin{cases}0 & \text { for } p \neq q \\ 1 & \text { for } p=q\end{cases}
$$

Since $I$ is interval finite, $\Delta_{I}$ is well-defined. Obviously, $\operatorname{dim}_{K} K^{\square} I \leq \aleph_{0}$ if the poset $I$ is of finite width and connected, that is, not a disjoint union of two subposets $I^{\prime}$ and $I^{\prime \prime}$ with all pairs $i^{\prime} \in I^{\prime}$ and $i^{\prime \prime} \in I^{\prime \prime}$ incomparable in $I$. If $I$ is connected, the coalgebra $K^{\square} I$ is also connected, that is, it is not a direct sum of two non-zero $K$-coalgebras.

A $K$-coalgebra $C$ is defined to be pointed if every simple subcoalgebra $H$ of $C$ is one-dimensional, or equivalently, if $\operatorname{dim}_{K} S=\operatorname{dim}_{K} \operatorname{End}_{C} S=1$ for any simple left $C$-comodule $S$.

It is shown in [46] that the incidence coalgebra $K^{\square} I$ of an interval finite poset $I$ is pointed (hence basic), $c \ell$-hereditary, and Hom-computable in the sense of 42. If $I$ is of left locally finite width, then $K^{\square} I$ is left locally artinian (hence left cocoherent).

Here, by the width $\mathbf{w}(I)$ of $I$ we mean the maximal number of pairwise incomparable elements of $I$, if it is finite; otherwise we set $\mathbf{w}(I)=\infty$. We say that $I$ is of left (resp. right) locally finite width if given $b \in I$, the subposet

$$
\unrhd_{b}=\{j \in I ; j \preceq b\} \quad\left(\text { resp. } b^{\unlhd}=\{j \in I ; b \preceq j\}\right),
$$

called the left (resp. right) cone at $b$, is of finite width, that is, has finitely many pairwise incomparable elements. A subposet $I^{\prime}$ of $I$ is defined to be convex, or interval closed, if given $a \preceq b$ in $I^{\prime}$, the interval $[a, b]=\{s \in I ; a \preceq$ $s \preceq b\}=a^{\unlhd} \cap \unrhd b$ is contained in $I^{\prime}$.

Throughout this paper we use the coalgebra representation theory notation and terminology introduced in [38 40, 48, 58]. The reader is referred to $[4,25,48,57$ for the coalgebra and comodule terminology, and to [1, 2, 33, 55, 56] for the representation theory terminology and notation.

Given a $K$-coalgebra $C$, we denote by $C$-Comod and $C$-comod the categories of left $C$-comodules and left $C$-comodules of finite $K$-dimension, respectively. The corresponding categories of right $C$-comodules are denoted by Comod- $C$ and comod- $C$. Further, we denote by $C$-inj the category of socle finite injective left $C$-comodules. Given a $K$-coalgebra $C$ with comultiplication $\Delta: C \rightarrow C \otimes C$ and counity $\varepsilon: C \rightarrow K$, the coalgebra $C^{\mathrm{op}}$ opposite to $C$ is the $K$-vector space $C$ equipped with the same counity $\varepsilon: C \rightarrow K$ and the comultiplication $\Delta^{\mathrm{op}}=\tau \circ \Delta: C \rightarrow C \otimes C$, where $\tau: C \otimes C \rightarrow C \otimes C$ is the twist map defined by $\tau(x \otimes y)=y \otimes x$ for $x, y \in C$. It is clear that the category Comod- $C$ of right $C$-comodules is just the category $C^{\text {op }}$-Comod of left $C^{\mathrm{op}}$-comodules.

We recall that a left $C$-comodule $M$ is socle-finite if $\operatorname{dim}_{K} \operatorname{soc} N$ is finite; $M$ is (socle) finitely copresented if there is an exact sequence

$$
\begin{equation*}
0 \rightarrow M \rightarrow E_{0} \rightarrow E_{1} \tag{1.3}
\end{equation*}
$$

in $C$-Comod with socle-finite injective comodules $E_{0}$ and $E_{1}$; we call it a socle-finite injective copresentation of $M$. We denote by $C$ - Comod $_{\mathrm{fc}}$ the full subcategory of $C$-Comod whose objects are the (socle) finitely copresented $K^{\square} I$-comodules.

We recall from [38, 44, 45] that there are two different notions of tameness of $K^{\square} I$. We define $C$ to be of tame (resp. fc-tame) comodule type if the category $C$-comod (resp. $C$-Comod $\mathrm{f}_{\mathrm{fc}}$ ) is of tame representation type; see Section 2 for details.

In this paper we study the tameness and $f c$-tameness of the incidence coalgebras $K^{\square} I$ of interval finite $\widetilde{\mathbb{A}}_{m}^{*}$-free posets $I$, where $K$ is an algebraically closed field (see also [53). The main results of the paper are presented in Sections 3-4 and are collected in the following two theorems.

Theorem 1.4. Assume that $K$ is an algebraically closed field and $I$ is an interval finite $\widetilde{\mathbb{A}}_{m}^{*}$-free poset.
(a) The category $K^{\square} I$ is of tame comodule type if and only if it is of fc-tame comodule type.
(b) The tame-wild dichotomy theorem holds for the coalgebras $K{ }^{\square} I$, that is, the category $K^{\square} I$-comod is either tame or wild, and these two cases are mutually exclusive.

Theorem 1.5. Assume that $I$ is an interval finite $\widetilde{\mathbb{A}}_{m}^{*}$-free poset and $K$ is an algebraically closed field. The following five conditions are equivalent:
(a) The coalgebra $K^{\square} I$ is of tame comodule type.
( $\mathrm{a}^{\prime}$ ) The coalgebra $K^{\square} I$ is of fc-tame comodule type.
(b) The reduced Euler quadratic form $q_{I}^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ (see (3.5)) is weakly non-negative, that is, $q_{I}^{\bullet}(v) \geq 0$ for all vectors $v \in \mathbb{Z}^{(I)}$ with nonnegative coordinates.
(c) For any finite subposet $J$ of $I$, the finite-dimensional incidence $K$-algebra $K J$ is of tame representation type.
(d) For any finite subposet $J$ of $I$, the $K$-algebra $K J$ is not of wild representation type.

If, in addition, $I$ is infinite and connected then the coalgebra $K^{\square} I$ is of tame comodule type if and only if $I$ is a subposet of one of the posets listed in Table 4.4.

Some of the results presented in Theorems 1.4 and 1.5 were announced in [48, Section 8.3].

Throughout this paper we use the following definitions and facts (see 4, 25, 38, 46, 48]).

A $K$-coalgebra $C$ is defined to be basic if the left $C$-comodule soc ${ }_{C} C$ has a direct sum decomposition

$$
\begin{equation*}
\operatorname{soc}_{C} C=\bigoplus_{j \in I_{C}} S(j) \tag{1.6}
\end{equation*}
$$

where $I_{C}$ is a set, $S(j)$ are simple comodules and $S(i) \not \equiv S(j)$ for all $i \neq j$. It is shown in that the definition is left-right symmetric. If the field $K$ is algebraically closed, a $K$-coalgebra $C$ is pointed if and only if it is basic (see [38, 48$]$ ).

Following [38, 40-42, 48], we denote by

$$
\begin{equation*}
\operatorname{lgth} M=\left(\ell_{j}(M)\right)_{j \in I_{C}} \in \mathbb{Z}^{\left(I_{C}\right)} \tag{1.7}
\end{equation*}
$$

the composition length vector of a comodule $M$ in $C$-comod, where $\ell_{j}(M) \in \mathbb{N}$ is the number of simple composition factors of $M$ isomorphic to the simple comodule $S(j)$. We recall from 38 that the map $M \mapsto \operatorname{lgth} M$ extends to a group isomorphism

$$
\begin{equation*}
\operatorname{lgth}: \mathbf{K}_{0}(C) \xrightarrow{\simeq} \mathbb{Z}^{\left(I_{C}\right)} \tag{1.8}
\end{equation*}
$$

where $\mathbf{K}_{0}(C)=\mathbf{K}_{0}(C$-comod) is the Grothendieck group of the category $C$-comod. If $\operatorname{dim}_{K} S(j)=1$, then $\ell_{j}(M)=\operatorname{dim}_{K} \operatorname{Hom}_{C}(M, E(j))$, where $E(j)$ is the injective envelope of $S(j)$ [40, Proposition 2.6]. If $C$ is pointed, we have

$$
\begin{equation*}
\operatorname{lgth} M=\operatorname{dim} M=\left[\operatorname{dim}_{K} M e_{j}\right]_{j \in I_{C}} \tag{1.9}
\end{equation*}
$$

because $\operatorname{dim}_{K} M e_{j}=\operatorname{dim}_{K} \operatorname{Hom}_{C}\left(M, C e_{j}\right)=\operatorname{dim}_{K} \operatorname{Hom}_{C}(M, E(j))=\ell_{j}(M)$ for any $j \in I_{C}$ (see [5, 14, 40 $\left.\left.42,46,48\right]\right)$. We call $\operatorname{dim} M$ the dimension vector of $M$.

Assume that $C$ is a basic $K$-coalgebra with a fixed decomposition (1.6). Following [33, 37, 43 45], given a finitely copresented $C$-comodule $M$ with a minimal injective copresentation (1.3), we define the coordinate vector of $M$ to be the bipartite vector
(1.10) $\quad \boldsymbol{c d n}(M)=\left(\mathbf{c d n}_{0}^{M} \mid \boldsymbol{\operatorname { c d n }}_{1}^{M}\right) \in \mathbf{K}_{0}(C) \times \mathbf{K}_{0}(C) \equiv \mathbb{Z}^{\left(I_{C}\right)} \times \mathbb{Z}^{\left(I_{C}\right)}$
where $\mathbf{c d n}_{0}^{M}=\operatorname{lgth}\left(\operatorname{soc} E_{0}\right)$ and $\mathbf{c d n}_{1}^{M}=\operatorname{lgth}\left(\operatorname{soc} E_{1}\right)$.
The coalgebra $C$ is defined in [42] to be Hom-computable (computable, for short) if $\operatorname{dim}_{K} \operatorname{End}_{C} E$ is finite for any socle-finite direct summand $E$ of $C_{C} C$. We call a coalgebra $C$ left cocoherent if any finitely cogenerated epimorphic image $N$ of an indecomposable injective $C$-comodule $E$ is finitely copresented (see [18]). Note that the class of left cocoherent coalgebras contains all right semiperfect coalgebras, all hereditary coalgebras and all left locally artinian coalgebras (i.e., the coalgebras $C$ with all left indecomposable injective comodules artinian) (see [18]).
2. Preliminaries on incidence coalgebras and their comodules. Let $I \equiv(I, \preceq)$ be a poset (finite or infinite). We write $i \prec j$ if $i \preceq j$ and $i \neq j$. We recall that the Hasse quiver of $I$ is the quiver $Q_{I}$, where the set of points of $Q_{I}$ is $I$, and there is a unique arrow $p \rightarrow q$ from $p \in I$ to $q \in I$ if and only if $p \prec q$ and there is no $r \in I$ such that $p \prec r \prec q$.

To get a description of $K^{\square} I$ as the path coalgebra of a bound quiver, we consider the Hasse quiver $Q_{I}$ and note that the $K$-algebra homomorphism $K Q_{I} \rightarrow K I$ associating to any arrow $p \rightarrow q$ of $Q_{I}$ the matrix unit $e_{p q} \in K I$ induces a $K$-algebra isomorphism $K Q_{I} / \Omega_{I} \cong K I$, where $\Omega_{I}$ is the two-sided ideal of the path $K$-algebra $K Q_{I}$ generated by all commutativity relations, that is, by all differences $w^{\prime}-w^{\prime \prime} \in K Q_{I}$ of paths $w^{\prime}, w^{\prime \prime}$ of length $m \geq 2$ with a common source and a common terminus (see [1, Ch. II] and [33, Ch. 14]). We call $\left(Q_{I}, \Omega_{I}\right)$ the Hasse bound quiver of the poset $I$.

We proved in [46, 48] that there is a coalgebra isomorphism

$$
\begin{equation*}
\theta: K^{\square} I \xrightarrow{\simeq} K^{\square}\left(Q_{I}, \Omega_{I}\right), \tag{2.1}
\end{equation*}
$$

where $K^{\square}\left(Q_{I}, \Omega_{I}\right)$ is the path $K$-coalgebra of the bound quiver $\left(Q_{I}, \Omega_{I}\right)$ defined by the formula

$$
\begin{equation*}
K^{\square}\left(Q_{I}, \Omega_{I}\right)=\Omega_{I}^{\perp}=\left\{u \in K Q_{I} ;\left\langle u, \Omega_{I}\right\rangle=0\right\} \subseteq K^{\square} Q_{I} \tag{2.2}
\end{equation*}
$$

(see [19, 38, 40, 46, 48] for details).
Usually we study the comodule category $K^{\square} I$-Comod by means of $K$-linear representations of $I$ (equivalently, representations of $\left(Q_{I}, \Omega_{I}\right)$ ),
which are the systems $X=\left(X_{p},{ }_{q} \varphi_{p}\right)_{p \prec q}$, where $X_{p}$ is a $K$-vector space for each $p \in I,{ }_{q} \varphi_{p}: X_{p} \rightarrow X_{q}$ is a $K$-linear map for all $p \prec q$, and ${ }_{s} \varphi_{q} \circ_{q} \varphi_{p}={ }_{s} \varphi_{p}$ for all $p \prec q \prec s$. A morphism $f: X \rightarrow X^{\prime}$ is a system $f=\left(f_{p}\right)_{p \in I}$ of $K$-linear maps $f_{p}: X_{p} \rightarrow X_{p}^{\prime}$ such that ${ }_{q} \varphi_{p}^{\prime} \circ f_{p}=f_{q} \circ{ }_{q} \varphi_{p}$ for $p \prec q$ (see $7,19,27,38,58]$ ).

We denote by $\operatorname{Rep}_{K}(I) \cong \operatorname{Rep}_{K}\left(Q_{I}, \Omega_{I}\right)$ the Grothendieck $K$-category of $K$-linear representations of $I$, and by $\operatorname{rep}_{K}(I) \supseteq \operatorname{rep}_{K}^{\ell f}(I)$ the abelian full subcategories of $\operatorname{Rep}_{K}(I)$ formed by finitely generated representations and by finitely generated representations of finite length, respectively.

Finally, we denote by $\operatorname{Rep}_{K}^{\ell f}(I)$ the full Grothendieck subcategory of $\operatorname{Rep}_{K}(I)$ formed by locally finite representations, that is, directed unions of objects from $\operatorname{rep}_{K}^{\ell f}(I)$; by nilrep ${ }_{K}^{\ell f}(I)$ the full subcategory of $\operatorname{rep}_{K}^{\ell f}(I)$ formed by all nilpotent representations of finite length; and by $\operatorname{Rep}_{K}^{\ell n \ell f}(I)$ the full subcategory of $\operatorname{Rep}_{K}^{\ell f}(I)$ formed by all locally nilpotent representations. Since $I$ is a poset, we have $\operatorname{nilrep}_{K}^{\ell f}(I)=\operatorname{rep}_{K}^{\ell f}(I)$, and hence $\operatorname{Rep}_{K}^{\ell \ell \ell f}(I)=$ $\operatorname{Rep}_{K}^{\ell f}(I)$ (see 46 for details).

It follows from [46, Proposition 4.3] that there exist category equivalences

$$
\begin{align*}
& K^{\square} I-\operatorname{Comod} \underset{F}{\underset{ }{\simeq}} \operatorname{Rep}_{K}^{\ell n \ell f}(I)=\operatorname{Rep}_{K}^{\ell f}(I) \cong \operatorname{Rep}_{K}^{\ell f}\left(Q_{I}, \Omega_{I}\right) \\
& K^{\square} I \text {-comod } \underset{F}{\underset{ }{\simeq}} \operatorname{nilrep}_{K}^{\ell f}(I)=\operatorname{rep}_{K}^{\ell f}(I) \cong \operatorname{rep}_{K}^{\ell f}\left(Q_{I}, \Omega_{I}\right) \tag{2.3}
\end{align*}
$$

We start with the following useful observations.
Lemma 2.4. Let $K$ be a field and let $C=K^{\square} I$ be the incidence $K$ coalgebra of an interval finite poset $I$. Let $I^{\mathrm{op}}=\left(I, \preceq^{\mathrm{op}}\right)$ be the poset opposite to $I \equiv(I, \preceq)$, that is, $p \preceq^{\mathrm{op}} q$ if and only if $q \preceq p$.
(a) The K-linear map $\widehat{\operatorname{tr}}: K^{\square} I \xrightarrow{\simeq} K^{\square}\left(I^{\mathrm{op}}\right)$ that associates to any matrix $\lambda$ its transpose matrix $\widehat{\operatorname{tr}}(\lambda)=\lambda^{\text {tr }}$ defines an isomorphism of the $K$-coalgebra $K^{\square}\left(I^{\mathrm{op}}\right)$ with the $K$-coalgebra $C^{\mathrm{op}}$.
(b) The coalgebra isomorphism $\left(K^{\square} I\right)^{\mathrm{op}} \cong K^{\square}\left(I^{\mathrm{op}}\right)$ defined in (a) induces category isomorphisms

$$
K^{\square}\left(I^{\mathrm{op}}\right)-\mathrm{Comod} \cong \operatorname{Comod}-K^{\square} I, \quad K^{\square}\left(I^{\mathrm{op}}\right)-\operatorname{comod} \cong \operatorname{comod}-K^{\square} I
$$

(c) If $U$ is a convex subposet of $I$ then $K^{\square} U$ is a subcoalgebra of $K^{\square} I$ and $K^{\square} U$-comod is an extension closed subcategory of $K^{\square} I$-comod.

Proof. Statements (a) and (b) follow immediately from the definitions of $K^{\square} I$ and $K^{\square}\left(I^{\mathrm{op}}\right)$. For the proof of (c) we refer to $14,40,41,48$.

Now we collect some basic properties of the coalgebra $K^{\square} I$ proved in $[38,42,46]$ (see also [5, 7, 14, 26]).

Proposition 2.5. Let $K$ be a field, let $I$ be an interval finite poset and let $C=K^{\square} I$.
(a) The coalgebra $K^{\square} I$ is basic and pointed; it is connected (indecomposable) if and only if the poset $I$ is connected. Moreover, $\operatorname{dim}_{K} K^{\square} I$ $\leq \aleph_{0}$ if $I$ is of finite width and connected.
(b) For each $j \in I_{C}$, the vector space

$$
S_{I}(j)=e_{j} \cdot(K I) \cdot e_{j} \cong K e_{j}
$$

is a one-dimensional simple left coideal (and a subcoalgebra) of $K^{\square} I$, the left ideal

$$
E_{I}(j)=K I \cdot e_{j}
$$

of the $K$-algebra $K I$ is a left coideal of the coalgebra $C$ such that $\operatorname{soc} E_{I}(j)=S_{I}(j), \operatorname{End}_{C} S_{I}(j) \cong K, \operatorname{End}_{C} E_{I}(j) \cong K$, and the vector
$\operatorname{lgth} E_{I}(j)=\left(\ell_{j p}\right)_{p \in I} \in \mathbb{Z}^{I} \quad$ is defined by $\quad \ell_{j p}= \begin{cases}1 & \text { if } p \preceq j, \\ 0 & \text { if } p \npreceq j .\end{cases}$
Moreover, there are vector space isomorphisms

$$
\operatorname{Hom}_{C}\left(E_{I}(q), E_{I}(p)\right) \xrightarrow{\xi_{q p}} \begin{cases}K e_{p q} & \text { if } p \preceq q,  \tag{2.6}\\ 0 & \text { if } p \npreceq q .\end{cases}
$$

(c) There are left $K^{\square} I$-comodule decompositions

$$
\begin{equation*}
\operatorname{soc} K^{\square} I=\bigoplus_{j \in I} S_{I}(j) \quad \text { and } \quad K^{\square} I=\bigoplus_{j \in I} E_{I}(j) \tag{2.7}
\end{equation*}
$$

(d) The coalgebra $C$ is Hom-computable, its composition length matrix ${ }_{C} F=\left[\ell_{p q}\right] \in \mathbb{M} \frac{\preceq}{I}(\mathbb{Z})$ coincides with its Cartan matrix ${ }_{C} \widehat{F}=\left[\widehat{\ell}_{p q}\right] \in$ $\mathbb{M}_{\bar{I}}^{\prec}(\mathbb{Z})$ with $\widehat{\ell}_{p q}=\operatorname{dim}_{K} \operatorname{Hom}_{C}\left(E_{I}(p), E_{I}(q)\right)$, and ${ }_{C} F^{t r}=\mathbf{C}_{I} \in$ $\mathbb{M} \frac{\checkmark}{I}(\mathbb{Z})$ is the incidence matrix (3.3) of the poset $I$ (see Section 3 ).
(e) Given $p \in I$, the composition length vector $\operatorname{lgth} E_{I}(p)=\left(\ell_{p q}\right)_{q \in I}$ $\in \mathbb{Z}^{I}$ is the pth row $\left(c_{q p}\right)_{q \in I}$ of the incidence matrix $\mathbf{C}_{I}$.

Proposition 2.8. Let $K$ be a field and $I$ a connected interval finite poset of left locally finite width.
(a) The coalgebra $K^{\square} I$ is Hom-computable and locally left artinian and left cocoherent.
(b) The category $K^{\square} I-$ Comod $_{\mathrm{fc}}$ is abelian and coincides with the category of artinian left $K^{\square} I$-comodules. It is closed under taking extensions, contains the categories $K^{\square} I$-comod and $K^{\square} I$-inj, and every comodule $N$ in $K^{\square} I$-Comod $_{f c}$ has an injective resolution lying in $K^{\square} I-\operatorname{Comod}_{f c}$.

Proof. Apply [46, Sections 4 and 5].
3. Incidence coalgebras of tame comodule type. Let $C$ be a basic $K$-coalgebra. We recall from [38] and [39] that $C$ is said to be of $K$-wild comodule type (or $K$-wild, for short) if the category $C$-comod is of $K$-wild representation type $[33,38,56]$ in the sense that there exists an exact $K$ linear representation embedding (see [36])

$$
T: \bmod \Gamma_{3}(K) \rightarrow C \text {-comod, }
$$

where $\Gamma_{3}(K)=\left[\begin{array}{cc}K & K^{3} \\ 0 & K\end{array}\right]$. A $K$-coalgebra $C$ is defined to be of $K$-tame comodule type [38] (or $K$-tame, for short) if $C$-comod is of $K$-tame representation type ([33, Section 14.4], [56]), that is, for every vector $v \in \mathbf{K}_{0}(C) \equiv$ $\mathbb{Z}^{\left(I_{C}\right)}$, there exist $C$ - $K[t]$-bicomodules $L^{(1)}, \ldots, L^{\left(r_{v}\right)}$, which are finitely generated free $K[t]$-modules, such that all but finitely many indecomposable left $C$-comodules $M$ with $\operatorname{lgth} M=v$ are of the form $M \cong L^{(s)} \otimes K_{\lambda}^{1}$, where $s \leq r_{v}$ and

$$
K_{\lambda}^{1}=K[t] /(t-\lambda), \quad \lambda \in K
$$

Equivalently, there exist a non-zero polynomial $h(t) \in K[t]$ and $C-K[t]_{h^{-}}$ bicomodules $L^{(1)}, \ldots, L^{\left(r_{v}\right)}$, which are finitely generated free $K[t]_{h}$-modules, such that all but finitely many indecomposable left $C$-comodules $M$ with $\operatorname{lgth} M=v$ are of the form $M \cong L^{(s)} \otimes K_{\lambda}^{1}$, where $s \leq r_{v}$ and $K[t]_{h}=$ $K\left[t, h(t)^{-1}\right]$ is a rational $K$-algebra (see [9] or [33, Section 14.4]). In this case, we say that $L^{(1)}, \ldots, L^{\left(r_{v}\right)}$ form an almost parametrising family for the family $\operatorname{ind}_{v}(C$-comod $)$ of all indecomposable $C$-comodules $M$ with $\operatorname{lgth} M=v$.

Here, by a $C-K[t]_{h}$-bicomodule we mean a $K$-vector space $L$ equipped with a left $C$-comodule structure and a right $K[t]_{h}$-module structure satisfying the obvious associativity conditions. In [44, 45], a $K$-tame-wild dichotomy theorem is proved for left (or right) semiperfect coalgebras and for acyclic hereditary coalgebras over an algebraically closed field $K$ by reducing the problem to the $f c$-tame-wild dichotomy theorem [44, Theorem 2.11], and consequently to the tame-wild dichotomy theorem for bocses and finitedimensional $K$-algebras proved in [9].

We recall from $[44,45]$ that $C$ is of $f c$-tame comodule type if, for every coordinate vector $v=\left(v^{\prime} \mid v^{\prime \prime}\right) \in \mathbf{K}_{0}(C) \times \mathbf{K}_{0}(C)$, the indecomposable finitely copresented $C$-comodules $N$ such that $\mathbf{c d n}(N)=\left(v^{\prime} \mid v^{\prime \prime}\right)$ form at most finitely many one-parameter families (see [44] and [48, Section 6] for a precise definition). The reader is referred to [38] and to [44] for the definition of tameness of polynomial growth and $f c$-tameness of polynomial growth, respectively.

The following lemma shows that in the study of the incidence coalgebras $K^{\square} I$ of tame comodule type, we may assume that $K^{\square} I$ is left and right locally artinian, hence left and right cocoherent.

Lemma 3.1. Assume that $K$ is an algebraically closed field and $I$ is a connected interval finite poset.
(a) If $J$ is a connected interval finite subposet of I and the coalgebra $K^{\square} I$ is of tame (resp. fc-tame) comodule type then $K^{\square} J$ is of tame (resp. fc-tame) comodule type.
(b) If $K^{\square} I$ is of tame or fc-tame comodule type then:
(b1) I is of left and right locally finite width. More precisely, $\mathbf{w}\left(b^{\unlhd}\right)$ $\leq 4$ and $\mathbf{w}(-b) \leq 4$, for all $b \in I$.
(b2) $K^{\square} I$ is left and right locally artinian, as well as left and right cocoherent.
(b3) We have $K^{\square} I$-comod $\subseteq K^{\square} I$-Comod $_{\mathrm{fc}}$ and $\left(K^{\square} I\right)^{\text {op }}$-comod $\subseteq$ $\left(K^{\square} I\right)^{\mathrm{op}}{ }^{-}$Comod $_{\mathrm{fc}}$, and a left (resp. right) $K^{\square} I$-comodule $M$ is finitely copresented if and only if it is artinian.

Proof. (a) If $K^{\square} I$ is of tame comodule type, we apply the isomorphism (2.1), the equivalences (2.3), and modify the arguments used in the proof of [38, Theorem 6.11(a)]. If $K^{\square} I$ is of $f c$-tame comodule type, we apply the results of [44], in particular [44, Corollary 2.13].
(b) Assume that $K^{\square} I$ is of tame or $f c$-tame comodule type.

To prove (b1), assume to the contrary that $K^{\square} I$ is of tame comodule type and there exists $b \in I$ such that $\mathbf{w}\left({ }^{\triangleright} b\right) \geq 5$, that is, $\mathbf{w}\left({ }^{\unrhd} b\right)$ contains five pairwise incomparable elements $a_{1}, a_{2}, a_{3}, a_{3}, a_{5}$. Hence $I$ contains the finite subposet


It follows from [40, 46] that, for the finite-dimensional coalgebra $H:=K^{\square} J$, there are representation embeddings

$$
\begin{aligned}
H-\operatorname{comod} & \rightarrow K^{\square} I-\operatorname{comod} \quad \text { and } \\
H-\operatorname{comod}=H-\text { comod }_{\mathrm{fc}} & \rightarrow K^{\square} I-\operatorname{Comod}_{\mathrm{fc}}
\end{aligned}
$$

preserving the wild representation type. By (2.3), there are equivalences of categories $H$-comod $\xrightarrow{\sim} \operatorname{rep}_{K}(J) \cong \bmod K J$, preserving wildness. Since the finite-dimensional algebra $K J$ is wild, the coalgebra $H$ is of wild comodule type and, according to [38, Theorem 6.10] and [48, Theorem 6.7(d)], $K^{\square} I$ is of wild comodule type. This contradicts the weak version of the tame-wild dichotomy for coalgebras proved in [39, Corollary 5.6], [38, Theorem 6.11] and [48, Corollary 6.8], because we have assumed that $K^{\square} I$ is of tame comodule type. Consequently, (b1) follows when $K^{\square} I$ is of tame comodule type, because one proves the second part of (b1) in a similar way. If $K^{\square} I$
is of $f c$-tame comodule type, (b1) can be proved in a similar way by applying [44, Corollary 2.13].
(b2) By (b1), given $b \in I$, the widths of $\unrhd b$ and $b \unlhd$ are smaller than 5 . Then, by [46, Theorem 5.3], $K^{\square} I$ is left and right locally artinian. Hence, by [18, Proposition 1.3], it is left and right cocoherent.
(b3) Apply (b2), Proposition 2.8, and [46, Theorem 5.7].
Now we are able to prove that the tame-wild dichotomy [48, (6.10)] holds for the coalgebras $K^{\square} I$ of connected interval finite posets $I$ that are of left locally finite width.

Theorem 3.2. Assume that $K$ is an algebraically closed field and $I$ is a connected interval finite poset.
(a) The coalgebra $K^{\square} I$ is of fc-tame comodule type if and only if it is of tame comodule type.
(b) $K^{\square} I$ is fc-tame of polynomial growth (resp. of discrete fc-comodule type) if and only if it is tame of polynomial growth (resp. of discrete comodule type).
(c) $K^{\square} I$ is either of tame or of wild comodule type, and these types are mutually exclusive.

Proof. (a) By Proposition 2.8, $K^{\square} I$ is computable. If it is of tame or $f c$-tame comodule type then Lemma 3.1 applies. It follows that the category $K^{\square} I$-Comod ${ }_{\mathrm{fc}}$ contains $K^{\square} I$-comod, and the $f c$-tameness of $K^{\square} I$ implies its tameness, by 48, Lemma 6.17].

Conversely, by [44] and [48, Theorem 6.7(e)], the tameness of $K^{\square} I$ implies the tameness of the finite-dimensional coalgebra $K^{\square} U$ for any convex finite subposet $U$ of $I$, because $K^{\square} U$ is a subcoalgebra of $K^{\square} I$. Hence, the finitedimensional $K$-algebra $R_{E_{U}}=\operatorname{End}_{K^{\square} I} E_{U}$ is tame for every such $U$, where $E_{U}=\bigoplus_{j \in U} E_{I}(j)$ (see [14, 41] and Proposition 2.5). Then, in view of 48, Corollary 6.28], $K^{\square} I$ is of $f c$-tame comodule type.
(b) If $K^{\square} I$ is of tame or $f c$-tame comodule type then, by Lemma 3.1 and (a), the category $K^{\square} I$-Comod ${ }_{\mathrm{fc}}$ contains $K^{\square} I$-comod, and the $f c$-tameness of $K^{\square} I$ is equivalent to its tameness. Then the arguments in the proof of [44, Theorem 3.1] extend almost verbatim to our case and prove (b). The details are left to the reader.
(c) In view of (a), statement (c) is a consequence of the $f$ c-tame-wild dichotomy [44, Theorem 2.11] and [48, Theorem 6.26].

To characterize the coalgebras $K^{\square} I$ for interval finite posets $I$ of tame comodule type, we need some notation introduced in [46]. Assume that $I$ is an interval finite poset (finite or infinite). The set $\mathbb{M}_{I}(\mathbb{Z})$ of all square $I \times I$
matrices with integer coefficients is viewed as an abelian group with respect to the usual matrix addition. The set

$$
\mathbb{M}_{\bar{I}}^{\preceq}(\mathbb{Z})=\left\{c=\left[c_{p q}\right]_{p, q \in I} \in \mathbb{M}_{I}(\mathbb{Z}) ; c_{p q}=0 \text { if } p \npreceq q\right\}
$$

is a subgroup of $\mathbb{M}_{I}(\mathbb{Z})$. Since $I$ is assumed to be interval finite, for any two matrices $c^{\prime}=\left[c_{i j}^{\prime}\right]$ and $c^{\prime \prime}=\left[c_{i j}^{\prime}\right]$ in $\mathbb{M}_{I}(\mathbb{Z})$, their product

$$
c^{\prime} \cdot c^{\prime \prime}=\left[c_{a b}\right]_{a, b \in I}, \quad \text { with } \quad c_{a b}=\sum_{j \in I} c_{a j}^{\prime} \cdot c_{j b}^{\prime \prime}=\sum_{a \preceq j \preceq b} c_{a j}^{\prime} \cdot c_{j b}^{\prime \prime},
$$

is a well defined matrix lying in $\mathbb{M} \frac{\preceq}{I}(\mathbb{Z})$. Hence, $\mathbb{M} \frac{\preceq}{I}(\mathbb{Z})$ is an associative $\mathbb{Z}$-algebra and the matrix $E$ with 1 's on the main diagonal and zeros elsewhere is the identity of $\mathbb{M} \frac{\preceq}{I}(\mathbb{Z})$. The relation $\preceq$ is uniquely determined by the incidence matrix of $I$, the integral square $I \times I$ matrix (see [33, 34])

$$
\mathbf{C}_{I}=\left[c_{i j}\right]_{i, j \in I} \in \mathbb{M}_{I}^{\preceq}(\mathbb{Z}) \quad \text { with } \quad c_{i j}= \begin{cases}1 & \text { for } i \preceq j,  \tag{3.3}\\ 0 & \text { for } i \npreceq j\end{cases}
$$

By [46, Corollary 2.9], $\mathbf{C}_{I}$ has a unique left and right inverse

$$
\overline{\mathbf{C}}_{I}:=\mathbf{C}_{I}^{-1}=\left[c_{i j}^{-}\right]_{i, j \in I} \in \mathbb{M}_{I}^{\preceq}(\mathbb{Z})
$$

defined by 46, (2.11)] and called in [47] the Euler matrix of $I$. Following 47], besides $\overline{\mathbf{C}}_{I}$, we also associate to $I$ the reduced Euler matrix

$$
\begin{equation*}
\mathbf{C}_{I}^{\bullet}=\left[c_{i j}^{\bullet}\right] \in \mathbb{M}_{I}^{\prec}(\mathbb{Z}) \tag{3.4}
\end{equation*}
$$

with $c_{i j}^{\bullet}=c_{i j}^{-}=1$ for $i=j, c_{i j}^{\bullet}=c_{i j}^{-}=-1$ if $i \rightarrow j, c_{i j}^{\bullet}=c_{i j}^{-}$if $i \boldsymbol{\iota}$, and $c_{i j}^{\bullet}=0$ in the remaining cases. We recall that we write $i \rightarrow j$ if $i \prec j$ and there is no $s \in I$ such that $i \prec s \prec j$. Moreover, we write $a<b$ if $a \prec b$ and there are two pairs $\left(a^{\prime}, b^{\prime \prime}\right)$ and $\left(a^{\prime \prime}, b^{\prime}\right)$ of incomparable elements in $I$ such that


In the characterization theorem below we use the reduced Euler form

$$
\begin{equation*}
q_{I}^{\bullet}(x)=\sum_{i \in I} x_{i}^{2}-\sum_{i \rightarrow j} x_{i} x_{j}+\sum_{i \triangleleft j} c_{i j}^{\bullet} x_{i} x_{j}=x \cdot \mathbf{C}_{I}^{\bullet} \cdot x^{t r}, \quad x \in \mathbb{Z}^{(I)} \tag{3.5}
\end{equation*}
$$

introduced in [47, (3.4)] (see [5, 26, 53] for some application).
REMARK 3.6. We recall from 47 that $q_{I}^{\bullet}(x)$ coincides with the Tits form in the sense of Bongartz [3] associated with the Hasse bound quiver $\left(Q_{I}, \Omega_{I}\right)$ such that the coalgebra isomorphism (2.1) holds. It follows that, given $a<b$ in $I$, the coefficient $c_{a b}^{\bullet}$ is a positive integer and equals the cardinality of a minimal set generating the ideal in $\Omega_{I}$ generated by all commutative relations starting from $a$ and terminating at $b$.

Following 47], to any finite poset $J$ we also associate its reduced CoxeterEuler matrix

$$
\begin{equation*}
\operatorname{Cox}_{J}^{\bullet}:=-\mathbf{C}_{J}^{\bullet} \cdot\left(\mathbf{C}_{J}^{\bullet}\right)^{-t r} \in \mathbb{M}_{J}(\mathbb{Z}) \tag{3.7}
\end{equation*}
$$

and the reduced Coxeter-Euler polynomial (cf. [5, 16, 17, 50, 53])

$$
\begin{equation*}
\operatorname{cox}_{J}^{\bullet}(t):=\operatorname{det}\left(t \cdot E-\operatorname{Cox}_{J}^{\bullet}\right) \in \mathbb{Z}[t] \tag{3.8}
\end{equation*}
$$

Now we are ready to prove the following useful characterization.
Theorem 3.9. Assume that $I$ is a connected $\widetilde{\mathbb{A}}_{m}^{*}$-free interval finite poset and $K$ is an algebraically closed field. Then the following conditions are equivalent:
(a) The coalgebra $K^{\square} I$ is of tame comodule type.
( $a^{\prime}$ ) The coalgebra $K^{\square} I$ of fc-tame comodule type.
(b) The reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ is weakly non-negative.
(c) The coalgebra $K^{\square} U$ is tame for any finite convex subposet $U$ of $I$.
(d) The form $q_{U}^{\bullet}: \mathbb{Z}^{U} \rightarrow \mathbb{Z}$ is weakly non-negative for any finite convex subposet $U$ of $I$.

Proof. The equivalence $(\mathrm{a}) \Leftrightarrow\left(\mathrm{a}^{\prime}\right)$ is a consequence of Theorem 3.2.
$(\mathrm{b}) \Leftrightarrow(\mathrm{d})$. First we observe that, given a connected $\widetilde{\mathbb{A}}_{m}^{*}$-free interval finite poset $I$ and a finite convex subposet $U$ of $I$, we have

$$
\begin{equation*}
q_{U}^{\bullet}(v)=q_{I}^{\bullet}(\widehat{v}) \tag{3.10}
\end{equation*}
$$

for any vector $v \in \mathbb{Z}^{U}$, where $\widehat{v}=\left(\widehat{v}_{j}\right)_{j \in I} \in \mathbb{Z}^{(I)}$ is defined by the formula

$$
\widehat{v}_{j}= \begin{cases}v_{j} & \text { if } j \in U \\ 0 & \text { if } j \in I \backslash U\end{cases}
$$

Here we apply the fact proved in 46 that the matrix $\mathbf{C}_{U}^{\bullet}$ is obtained from $\mathbf{C}_{I}^{\bullet}$ by dropping all rows and columns indexed by $j \in I \backslash U$ (see [46, proof of Corollary 2.9]). Here we use the assumption that $U$ is a convex subposet of $I$. Hence $(\mathrm{b}) \Leftrightarrow(\mathrm{d})$ follows.
$(\mathrm{a}) \Leftrightarrow(\mathrm{c})$. By Theorem $3.2, K^{\square} I$ is of $f c$-tame comodule type if and only if it is of tame comodule type. Then $(\mathrm{a}) \Leftrightarrow(\mathrm{c})$ is a consequence of 44 , Corollary 2.13].
$(\mathrm{c}) \Leftrightarrow(\mathrm{d})$. This follows by applying [47, Theorem 1.5 and Proposition 4.2], proved by using the results of Bongartz [3] and Leszczyński [20, Theorem].

The following corollary shows that, for $K^{\square} I$ of tame comodule type and of arbitrarily large (finite or infinite) global dimension, the Euler characteristic (see (3.13) below) is a well defined integer and can be computed by using the Euler bilinear form (3.12) of $I$ (see [30, 40, 46, 47]).

Corollary 3.11. Assume that $I$ is a connected $\widetilde{\mathbb{A}}_{m}^{*}$-free interval finite poset, $K$ is an algebraically closed field, and

$$
\bar{b}_{I}: \mathbb{Z}^{(I)} \times \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}
$$

is the Euler $\mathbb{Z}$-bilinear form of $I$ defined by

$$
\begin{equation*}
\bar{b}_{I}(u, w)=u \cdot \mathbf{C}^{-1} \cdot w^{t r} \tag{3.12}
\end{equation*}
$$

for all $v, w \in \mathbb{Z}^{(I)}($ see $[46,47])$. Assume also that $K^{\square} I$ is of tame comodule type of arbitrarily large (finite or infinite) global dimension gl.dim $K^{\square} I$.
(a) $K^{\square} I$ is an Euler coalgebra 42 and the Euler defect $\partial_{K^{\square} I}: \mathbb{Z}^{(I)} \times$ $\mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ [42, (4.23)], 49] of $K^{\square} I$ is zero.
(b) For any $M, N$ in $K^{\square} I$-comod, the Euler characteristic

$$
\begin{equation*}
\chi_{K^{\square} I}(M, N)=\sum_{j=0}^{\infty}(-1)^{j} \operatorname{dim}_{K} \operatorname{Ext}_{K^{\square} I}^{j}(M, N) \tag{3.13}
\end{equation*}
$$

is an integer, and

$$
\bar{b}_{K^{\triangleright} I}(\operatorname{lgth} M, \operatorname{lgth} N)=\bar{b}_{K^{\square} I}(\operatorname{dim} M, \operatorname{dim} N)=\chi_{K^{\square} I}(M, N)
$$

(c) If $N$ is an artinian comodule in $K^{\square} I$-Comod and $M$ is a comodule in $K^{\square} I$-comod then $\operatorname{Ext}_{K^{\square} I}^{m}(M, N)=0$ for $m \gg 0$ sufficiently large, $(M, N)$ is a computable Euler pair in the sense of [49, Definition 4.1], the Euler defect $\widehat{\partial}_{K^{\bullet} I}(M, N)$ is zero, and

$$
\widehat{b}_{K^{\triangleright} I}(\operatorname{lgth} M, \operatorname{lgth} N)=\sum_{j=0}^{\infty}(-1)^{j} \operatorname{dim}_{K} \operatorname{Ext}_{K^{\square} I}^{j}(M, N),
$$

where $\widehat{b}_{K^{\square} I}: K_{0}^{+}\left(K^{\square} I\right) \times \widehat{K}_{0}^{+}\left(K^{\square} I\right) \rightarrow \mathbb{Z}$ is the Euler $\mathbb{Z}$-bilinear form defined in [42, (4.11)] and [49, (3.5)].

Proof. It follows from Lemma 3.1 that $I$ is of left and right locally finite width, and $K^{\square} I$ is left and right locally artinian, as well as left and right cocoherent. Hence, by 46 , Theorem 5.3(a)], $K^{\square} I$ is an Euler coalgebra and the Euler defect $\partial_{K^{\square} I}$ is zero. Moreover, by [46, Corollary 2.9], the incidence matrix $\mathbf{C}_{I}$ has a unique left and right inverse $\mathbf{C}_{I}^{-1} \in \mathbb{M} \frac{2}{I}(\mathbb{Z})$ defined by $[46$, (2.11)]. Hence, the Euler $\mathbb{Z}$-bilinear form (3.12) is well defined. It follows from [40] that, for any finite-dimensional comodules $M, N$ over $K^{\square} I$,
$\bar{b}_{K^{\square} I}(\operatorname{lgth} M, \operatorname{lgth} N)=\bar{b}_{K^{\square} I}(\operatorname{dim} M, \operatorname{dim} N)=\chi_{K^{\square} I}(M, N)+\partial_{K^{\square} I}(M, N)$ (see (1.9)). This finishes the proof of (a) and (b), because $\partial_{K^{\square} I}(M, N)=0$ (see also [46, Theorem 5.3(a)]).
(c) Assume that $N$ is an artinian comodule in $K^{\square} I$-Comod and $M$ is a comodule in $K^{\square} I$-comod. Since $K^{\square} I$ is computable by Proposition 2.8, and assumed to be of tame comodule type, Lemma 3.1(b) shows that $N$ and $M$ lie in $K^{\square} I$-Comod $\mathrm{f}_{\mathrm{fc}}$ and are computable. Moreover, in view of [46, Corollary 5.6], $(M, N)$ is a computable Euler pair in the sense of [49, Definition 4.1]. In particular, $\operatorname{Ext}_{K^{\natural} I}^{m}(M, N)=0$ for $m \gg 0$ sufficiently large, the Euler defect $\widehat{\partial}_{K^{\bullet} I}(M, N)$ is well defined, the Euler $\mathbb{Z}$-bilinear form $\widehat{b}_{K^{\triangleright} I}$ is well defined, and [49, Theorem 4.4(b)] yields

$$
\widehat{b}_{K^{\triangleright} I}(\operatorname{lgth} M, \operatorname{lgth} N)=\chi_{K^{\triangleright} I}(M, N)+\widehat{\partial}_{K^{\triangleright} I}(M, N)
$$

(see [49, (4.6)]). Since $K^{{ }^{\triangleright} I} F^{t r}=\mathbf{C}_{I}$ by Proposition $2.5(\mathrm{~d})$ and [46, Theorem 5.3], and $\mathbf{C}_{I}$ has the two-sided inverse $\mathbf{C}_{I}^{-1}, ~ 49$, Theorem 4.4(c)] applies. Hence $\widehat{\partial}_{K^{\triangleright} I}(M, N)=0$ and (c) follows (see also [46, Corollary 5.6]).

The following example presented in [21, p. 295] shows that Theorem 3.9 does not remain valid for posets $I$ that contain a subposet $\widetilde{\mathbb{A}}_{m}^{*}$ with $m \geq 2$.

Example 3.14. The reduced Euler form $q_{J}^{\boldsymbol{\bullet}}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ of the poset

can be written as follows:

$$
\begin{aligned}
q_{J}^{\bullet}(x)= & x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}+x_{6}^{2}+x_{7}^{2}-\left(x_{1}+x_{2}\right) x_{3}-\left(x_{1}+x_{5}\right) x_{4} \\
& -x_{1} x_{6}+\left(x_{1}-x_{2}-x_{5}-x_{6}\right) x_{7} \\
= & \left(x_{1}-\frac{1}{2} x_{3}-\frac{1}{2} x_{4}-\frac{1}{2} x_{6}+\frac{1}{2} x_{7}\right)^{2}+\left(x_{2}-\frac{1}{2} x_{3}-\frac{1}{2} x_{7}\right)^{2} \\
& +\frac{5}{12}\left(x_{3}-\frac{2}{5} x_{5}-\frac{4}{5} x_{6}+\frac{1}{5} x_{7}\right)^{2}+\frac{3}{4}\left(-\frac{1}{3} x_{3}+x_{4}-\frac{2}{3} x_{5}-\frac{1}{3} x_{6}+\frac{1}{3} x_{7}\right)^{2} \\
& +\frac{3}{5}\left(x_{5}-\frac{1}{2} x_{6}-\frac{1}{2} x_{7}\right)^{2}+\frac{1}{4}\left(x_{6}-x_{7}\right)^{2} .
\end{aligned}
$$

Thus it is non-negative and $\operatorname{Ker} q_{J}^{\bullet}=\mathbb{Z} \cdot \mathbf{h}$, where $\mathbf{h}=(1,1,1,1,1,1,1)$. This shows that $q_{J}^{\bullet}$ is critical in the sense of Ovsienko [29] (see also [24]).

Now we show that the finite-dimensional coalgebra $K^{\square} J$ is of wild comodule type; hence, in view of [48, Corollary 6.8], it is not of tame comodule type if $K$ is algebraically closed. Indeed, let $\left(Q_{I}, \Omega_{I}\right)$ be the Hasse bound quiver of $I$ and let

$$
f:\left(\widetilde{Q}_{I}, \widetilde{\Omega}_{I}\right) \rightarrow\left(Q_{I}, \Omega_{I}\right)
$$

be a universal covering of bound quivers. It induces a push-down functor $f_{\lambda}: K^{\square}\left(\widetilde{Q}_{I}, \widetilde{\Omega}_{I}\right)$-Comod $\rightarrow K^{\square}\left(Q_{I}, \Omega_{I}\right)$-Comod. One can show that $\left(\widetilde{Q}_{I}, \widetilde{\Omega}_{I}\right)$ contains a wild subquiver $Q$ of the type


Hence, the finite-dimensional $K$-coalgebra $K^{\square} Q$ is a subcoalgebra of $K^{\square}\left(\widetilde{Q}_{I}, \widetilde{\Omega}_{I}\right)$ and $f_{\lambda}$ restricts to a functor

$$
f_{\lambda}^{\vee}: K^{\square} Q-\operatorname{comod} \rightarrow K^{\square}\left(Q_{I}, \Omega_{I}\right)-\operatorname{comod} \cong K^{\square} I-\operatorname{comod}
$$

preserving wildness. We recall from [48, (8.25)] that there exists a coalgebra isomorphism $K^{\square} J \cong K^{\square}\left(Q_{I}, \Omega_{I}\right)$. It follows that $K^{\square} J$ is of wild comodule type, because $K^{\square} Q$ is, by [48, Theorem 7.21(a) and Corollary 6.8] (see also [33, Chapter 15]). Consequently, $K^{\square} J$ is not of tame comodule type, by [44] and 48, Corollary 6.8].

The following two examples illustrate the difference between the Euler form $q_{I}(x)=x \cdot \mathbf{C}_{I}^{-1} \cdot x^{t r}$ of a poset $I$ and its reduced Euler form $q_{I}^{\bullet}(x)=$ $x \cdot \mathbf{C}_{I}^{\bullet} \cdot x^{t r}$ when gl.dim $K I=\operatorname{gl} . \operatorname{dim} K^{\square} I>2$.

Example 3.15. Let $I$ be the completed garland


We will show that the incidence $K$-algebra $K I$ and the incidence coalgebra $K^{\square} I$ are tame, by proving that the reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{8} \rightarrow \mathbb{Z}$ is weakly non-negative.

First we observe that gl. $\operatorname{dim} K I=$ gl. $\operatorname{dim} K^{\square} I=4$, because the simple projective left $K^{\square} I$-comodule $S\left(a_{8}\right)$ has the minimal injective resolution (in the notation of (2.7))

$$
\begin{aligned}
0 \rightarrow S_{I}\left(a_{8}\right) \rightarrow E_{I}\left(a_{8}\right) \rightarrow E_{I}\left(a_{7}\right) \oplus & E_{I}\left(a_{6}\right) \rightarrow \\
& E_{I}\left(a_{5}\right) \oplus E_{I}\left(a_{4}\right) \\
& \rightarrow E_{I}\left(a_{3}\right) \oplus E_{I}\left(a_{2}\right) \rightarrow E_{I}\left(a_{1}\right) \rightarrow 0,
\end{aligned}
$$

whereas the injective dimension of each of the remaining simple left $K^{\square} I$ comodules $S\left(a_{1}\right), \ldots, S\left(a_{7}\right)$ is less than or equal to three.

The Euler matrix and the reduced Euler matrix of $I$ are

$$
\overline{\mathbf{C}}_{I}=\left[\begin{array}{rrrrrrrr}
1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 \\
0 & 1 & 0 & -1 & -1 & 1 & 1 & -1 \\
0 & 0 & 1 & -1 & -1 & 1 & 1 & -1 \\
0 & 0 & 0 & 1 & -1 & -1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right],
$$

$$
\mathbf{C}_{I}^{\bullet}=\left[\begin{array}{rrrrrrrr}
1 & -1 & -1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & -1 & 1 & 1 & 0 \\
0 & 0 & 1 & -1 & -1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & -1 & -1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] .
$$

A straightforward calculation shows that the Coxeter polynomial and the reduced Coxeter-Euler polynomial of $I$ are (see [13])

$$
\begin{aligned}
& \operatorname{cox}_{I}(t)=t^{8}+t^{7}-2 t^{6}-t^{5}+2 t^{4}-t^{3}-2 t^{2}+t+1, \\
& \operatorname{cox}_{I}^{\bullet}(t)=t^{8}+4 t^{7}+8 t^{6}+12 t^{5}+14 t^{4}+12 t^{3}+8 t^{2}+4 t+1,
\end{aligned}
$$

the Coxeter number $\mathbf{c}_{I}$ equals 6 , whereas the reduced Coxeter-Euler number $\mathbf{c}_{I}^{\boldsymbol{e}}$ is infinite (see [13, 47, 50, 52]).

The Euler form $\bar{q}_{I}: \mathbb{Z}^{8} \rightarrow \mathbb{Z}$ is given by

$$
\begin{aligned}
\bar{q}_{I}(x)= & x \cdot \mathbf{C}_{I}^{-1} \cdot x^{t r} \\
= & x_{1}^{2}-\left(x_{1}-x_{2}\right) x_{2}-\left(x_{1}-x_{3}\right) x_{3}+\left(x_{1}-x_{2}-x_{3}+x_{4}\right) x_{4} \\
& +\left(x_{1}-x_{2}-x_{3}+x_{5}\right) x_{5}-\left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}\right) x_{6} \\
& -\left(x_{1}-x_{2}-x_{3}+x_{4}-x_{5}-x_{7}\right) x_{7} \\
& +\left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}-x_{7}+x_{8}\right) x_{8} \\
= & \left(x_{1}-\frac{1}{2} x_{2}-\frac{1}{2} x_{3}+\frac{1}{2} x_{4}+\frac{1}{2} x_{5}-\frac{1}{2} x_{6}-\frac{1}{2} x_{7}+\frac{1}{2} x_{8}\right)^{2} \\
& +\frac{3}{4}\left(x_{2}-\frac{1}{3} x_{3}-\frac{1}{3} x_{4}-\frac{1}{3} x_{5}+\frac{1}{3} x_{6}+\frac{1}{3} x_{7}-\frac{1}{3} x_{8}\right)^{2} \\
& +\frac{2}{3}\left(x_{3}-\frac{1}{2} x_{4}-\frac{1}{2} x_{5}+\frac{1}{2} x_{6}+\frac{1}{2} x_{7}-\frac{1}{2} x_{8}\right)^{2} \\
& +\frac{1}{2}\left(x_{4}-x_{5}\right)^{2}+\frac{1}{2}\left(x_{6}-x_{7}\right)^{2}+\frac{1}{2} x_{8}^{2} .
\end{aligned}
$$

It follows that the form $\bar{q}_{I}$ is non-negative of corank two (see [13]).
The reduced Euler form $q_{I}^{\boldsymbol{\bullet}}: \mathbb{Z}^{8} \rightarrow \mathbb{Z}$ is given by

$$
\begin{aligned}
q_{I}^{\bullet}(x)= & x \cdot \mathbf{C}_{I}^{\bullet} \cdot x^{t r} \\
= & x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}+x_{6}^{2}+x_{7}^{2}+x_{8}^{2}-x_{1} x_{2}-x_{1} x_{3}+x_{1} x_{4} \\
& +x_{1} x_{5}-x_{2} x_{4}-x_{2} x_{5}+x_{2} x_{6}+x_{2} x_{7}-x_{3} x_{4}-x_{3} x_{5}+x_{3} x_{6}+x_{3} x_{7} \\
& -x_{4} x_{6}-x_{4} x_{7}+x_{4} x_{8}-x_{5} x_{6}-x_{5} x_{7}+x_{5} x_{8}-x_{6} x_{8}-x_{7} x_{8}
\end{aligned}
$$

$$
\begin{aligned}
= & \left(x_{1}-\frac{1}{2} x_{2}-\frac{1}{2} x_{3}+\frac{1}{2} x_{4}+\frac{1}{2} x_{5}\right)^{2} \\
& +\frac{3}{4}\left(x_{2}-\frac{1}{3} x_{3}-\frac{1}{3} x_{4}-\frac{1}{3} x_{5}+\frac{2}{3} x_{6}+\frac{2}{3} x_{7}\right)^{2} \\
& +\frac{2}{3}\left(x_{3}-\frac{1}{2} x_{4}-\frac{1}{2} x_{5}+x_{6}+x_{7}\right)^{2}+\frac{1}{2}\left(x_{4}-x_{5}+x_{8}\right)^{2} \\
& -2\left(x_{5}-\frac{1}{2} x_{6}-\frac{1}{2} x_{7}\right)^{2}-\left(2 x_{6}+2 x_{7}\right)^{2}+\left(2 x_{6}-2 x_{7}\right)^{2} \\
& +\frac{1}{2}\left(2 x_{5}-x_{6}-x_{7}+x_{8}\right)^{2}
\end{aligned}
$$

It follows that the form $q_{I}^{\bullet}$ is indefinite.
On the other hand, one can check by computer calculation using the algorithm of Dean and de la Peña [8] that $q_{I}^{\bullet}$ is weakly non-negative. Alternatively, this follows from the following semi-canonical Lagrange form of $2 q_{I}^{\bullet}$ :

$$
\begin{aligned}
2 q_{I}^{\bullet}(x)= & \left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}-x_{7}+x_{8}\right)^{2} \\
& +\left(x_{2}-x_{3}\right)^{2}+\left(x_{4}-x_{5}\right)^{2}+\left(x_{6}-x_{7}\right)^{2}+\left(x_{1}-x_{8}\right)^{2} \\
& +2\left(x_{1} x_{7}+x_{1} x_{8}+x_{2} x_{8}+x_{3} x_{8}\right)
\end{aligned}
$$

Hence, by 20, 44, 47], and Theorem 3.9, the incidence $K$-algebra $K I$ and the incidence coalgebra $K^{\square} I$ are tame.

Example 3.16. Let $J$ and $J_{1}$ be the following left completed garland and the right completed garland, respectively:


First we note that gl.dim $K J=$ gl. $\operatorname{dim} K^{\square} J=3$ and $\operatorname{gl} \cdot \operatorname{dim} K J_{1}=$ gl. $\operatorname{dim} K^{\square} J_{1}=3$. We will show that the incidence $K$-algebras $K J, K J_{1}$ and the incidence coalgebras $K^{\square} J, K^{\square} J_{1}$ are tame, by proving that the reduced Euler forms $q_{J}^{\bullet}, q_{J_{1}}^{\bullet}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ are weakly non-negative.

For this purpose, we note that the Euler matrix and the reduced Euler matrix of $J$ are

$$
\overline{\mathbf{C}}_{J}=\left[\begin{array}{rrrrrrr}
1 & -1 & -1 & 1 & 1 & -1 & -1 \\
0 & 1 & 0 & -1 & -1 & 1 & 1 \\
0 & 0 & 1 & -1 & -1 & 1 & 1 \\
0 & 0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

$$
\mathbf{C}_{J}^{\bullet}=\left[\begin{array}{rrrrrrr}
1 & -1 & -1 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & -1 & -1 & 1 & 1 \\
0 & 0 & 1 & -1 & -1 & 1 & 1 \\
0 & 0 & 0 & 1 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 1 & -1 & -1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

A straightforward calculation shows that the Coxeter polynomial and the reduced Coxeter-Euler polynomial of $J$ are

$$
\begin{aligned}
& \operatorname{cox}_{J}(t)=t^{7}+t^{6}-t^{5}-t^{4}-t^{3}-t^{2}+t+1, \\
& \operatorname{cox}_{J}^{\bullet}(t)=t^{7}+3 t^{6}+t^{5}-5 t^{4}-5 t^{3}+t^{2}+3 t+1,
\end{aligned}
$$

the Coxeter number $\mathbf{c}_{J}$ equals 4, whereas the reduced Coxeter-Euler number $\mathbf{c}_{J}^{\bullet}$ is infinite (see $[13,47,51,52]$ ).

The Euler form $\bar{q}_{J}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ equals

$$
\begin{aligned}
\bar{q}_{J}(x)= & x \cdot \mathbf{C}_{J}^{-1} \cdot x^{t r} \\
= & x_{1}^{2}-\left(x_{1}-x_{2}\right) x_{2}-\left(x_{1}-x_{3}\right) x_{3}+\left(x_{1}-x_{2}-x_{3}+x_{4}\right) x_{4} \\
& +\left(x_{1}-x_{2}-x_{3}+x_{5}\right) x_{5}-\left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}\right) x_{6} \\
& -\left(x_{1}-x_{2}-x_{3}+x_{4}-x_{5}-x_{7}\right) x_{7} \\
= & \left(x_{1}-\frac{1}{2} x_{2}-\frac{1}{2} x_{3}+\frac{1}{2} x_{4}+\frac{1}{2} x_{5}-\frac{1}{2} x_{6}-\frac{1}{2} x_{7}+\frac{1}{2} x_{8}\right)^{2} \\
& +\frac{3}{4}\left(x_{2}-\frac{1}{3} x_{3}-\frac{1}{3} x_{4}-\frac{1}{3} x_{5}+\frac{1}{3} x_{6}+\frac{1}{3} x_{7}\right)^{2} \\
& +\frac{2}{3}\left(x_{3}-\frac{1}{2} x_{4}-\frac{1}{2} x_{5}+\frac{1}{2} x_{6}+\frac{1}{2} x_{7}\right)^{2}+\frac{1}{2}\left(x_{4}-x_{5}\right)^{2}+\frac{1}{2}\left(x_{6}-x_{7}\right)^{2} .
\end{aligned}
$$

It follows that the form $\bar{q}_{J}$ is non-negative of corank two (see [13|).
The reduced Euler form $q_{J}^{\bullet}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ equals

$$
\begin{aligned}
q_{J}^{\boldsymbol{\bullet}}(x)= & x \cdot \mathbf{C}_{J}^{\bullet} \cdot x^{t r} \\
= & x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}+x_{6}^{2}+x_{7}^{2}-x_{1} x_{2}-x_{1} x_{3}+x_{1} x_{4}+x_{1} x_{5} \\
& -x_{2} x_{4}-x_{2} x_{5}+x_{2} x_{6}+x_{2} x_{7}-x_{3} x_{4}-x_{3} x_{5}+x_{3} x_{6}+x_{3} x_{7} \\
& -x_{4} x_{6}-x_{4} x_{7}-x_{5} x_{6}-x_{5} x_{7} \\
= & \left(x_{1}-\frac{1}{2} x_{2}-\frac{1}{2} x_{3}+\frac{1}{2} x_{4}+\frac{1}{2} x_{5}\right)^{2} \\
& +\frac{3}{4}\left(x_{2}-\frac{1}{3} x_{3}-\frac{1}{3} x_{4}-\frac{1}{3} x_{5}+\frac{2}{3} x_{6}+\frac{2}{3} x_{7}\right)^{2} \\
& +\frac{2}{3}\left(x_{3}-\frac{1}{2} x_{4}-\frac{1}{2} x_{5}+x_{6}+x_{7}\right)^{2}+\frac{1}{2}\left(x_{4}-x_{5}\right)^{2} \\
& -2\left(x_{5}-\frac{1}{2} x_{6}-\frac{1}{2} x_{7}\right)^{2}-\left(2 x_{6}+2 x_{7}\right)^{2}+\left(2 x_{6}-2 x_{7}\right)^{2} \\
& +\frac{1}{2}\left(2 x_{5}-x_{6}-x_{7}\right)^{2} .
\end{aligned}
$$

It follows that the form $q_{J}^{\bullet}$ is indefinite.

On the other hand, $q_{J}^{\bullet}$ is weakly non-negative, because $2 q_{J}^{\bullet}$ has the following semi-canonical Lagrange form:

$$
\begin{aligned}
2 q_{J}^{\bullet}(x)= & x_{1}^{2}+\left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}-x_{7}\right)^{2} \\
& +\left(x_{2}-x_{3}\right)^{2}+\left(x_{4}-x_{5}\right)^{2}+\left(x_{6}-x_{7}\right)^{2}+2 x_{1} x_{7} .
\end{aligned}
$$

It follows that the form $q_{J}^{\boldsymbol{\bullet}}(x)-\frac{1}{2} x_{1}^{2}$ is weakly non-negative and, by $20,44,47$ and Theorem 3.9, the incidence algebra $K J$ and the incidence coalgebra $K^{\square J}$ are tame.

Analogously, one shows that the Coxeter polynomial and the reduced Coxeter-Euler polynomial of $J_{1}$ are

$$
\begin{aligned}
& \operatorname{cox}_{J_{1}}(t)=\operatorname{cox}_{J}(t)=t^{7}+t^{6}-t^{5}-t^{4}-t^{3}-t^{2}+t+1 \\
& \operatorname{cox}_{J_{1}}(t)=\operatorname{cox}_{J}^{\bullet}(t)=t^{7}+3 t^{6}+t^{5}-5 t^{4}-5 t^{3}+t^{2}+3 t+1 .
\end{aligned}
$$

The Coxeter number $\mathbf{c}_{J_{1}}$ equals 4 , whereas the reduced Coxeter-Euler number $\mathbf{c}_{J_{1}}^{\bullet}$ is infinite. The Euler form $\bar{q}_{J_{1}}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ is non-negative of corank two, whereas the reduced Euler form $q_{J_{1}}^{\bullet}: \mathbb{Z}^{7} \rightarrow \mathbb{Z}$ is indefinite and weakly non-negative. Moreover, one shows that the form $q_{J_{1}}^{\bullet}(x)-\frac{1}{2} x_{8}^{2}$ is weakly nonnegative, where $x=\left(x_{2}, \ldots, x_{8}\right)$. Then, by [20, 44, 47], and Theorem 3.9, the incidence algebra $K J_{1}$ and the incidence coalgebra $K^{\square} J_{1}$ are tame.

Now we present a description of all infinite connected interval finite posets $I$ such that the coalgebra $K \square$ is tame of discrete comodule type.

Theorem 3.17. Assume that $I$ is an infinite connected interval finite poset and $K$ is an algebraically closed field. Then the following conditions are equivalent:
(a) The coalgebra $K^{\square} I$ is tame of discrete comodule type.
( $\mathrm{a}^{\prime}$ ) The coalgebra $K^{\square} I$ is fc-tame of discrete comodule type.
(b) The Euler form $\bar{q}_{I}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ is weakly positive.
(c) The coalgebra $K^{\square} I$ is left representation-directed (see [43]).
(d) Given a finite convex subposet $U$ of $I$, the incidence algebra $K U$ is representation-finite and $U$ is a subposet of one of the representationfinite Loupias-Zavadski-Shkabara posets presented in [10, 23, 59].
(e) The poset I has one of the following two properties:
(e1) gl.dim $K^{\square} I=1$ and $I$ is one of the locally Dynkin posets


（e2）gl．dim $K^{\square} I=2$ ，I contains a subposet isomorphic to

and $I$ or $I^{\mathrm{op}}$ is a subposet of any of the following three posets：

${ }_{\infty} \mathbb{D D}_{5}$ ：

where $n \geq 3$ and $\bullet — \bullet$ means $\bullet \longrightarrow \bullet$ or $\bullet \longleftarrow \bullet$ ．
Proof．Apply Theorem 3．2（b）and the results proved in 43．
REmARK 3．18．If $K^{\square} I$ is tame of discrete comodule type as in Theorem 3.16 then gl．dim $K^{\square} I \leq 2$ and the Euler form $\bar{q}_{I}$ coincides with the reduced Euler form $q_{I}^{\bullet}$ ．

4．A classification result．In this section we present a complete list of all infinite connected interval finite posets that are $\widetilde{\mathbb{A}}_{m}^{*}$－free and have $K^{\square} I$ of tame comodule type，where $K$ is an algebraically closed field．We need the following notation．

Given $m \geq 1$ ，by the non－complete garland and the completed garlands we mean the posets

$$
\begin{aligned}
& \begin{array}{cccc}
\circ \rightarrow 0- & \cdots & \rightarrow \circ \rightarrow 0 \\
\text { ヌ } & & \text { Х ヌ }
\end{array} \quad(2 m \text { points, } m \geq 1) \\
& \circ \rightarrow 0-\cdots \quad \rightarrow 0 \rightarrow 0
\end{aligned}
$$

$a \leftarrow \mathcal{G}_{m} \leftarrow b:$
$(2 m+2$ points, $m \geq 1)$

We denote by $a \rightarrow \overline{\mathcal{G}_{m}} \rightarrow b$ (resp. $a \leftarrow \mathcal{G}_{m} \leftarrow b$ ) any connected subposet of the completed garland $a \rightarrow \mathcal{G}_{m} \rightarrow b$ (resp. $a \leftarrow \mathcal{G}_{m} \leftarrow b$ ) that contains its starting point $a$ and the terminal point $b$. Moreover, by $a \rightarrow \mathcal{G}_{0} \rightarrow b$ (resp. $a \leftarrow \mathcal{G}_{0} \leftarrow b$ ) we mean the poset $a \rightarrow b$ (resp. $a \leftarrow b$ ).

By the infinite two-sided unbounded garland we mean the poset


$$
\begin{equation*}
\cdots \rightarrow 0-\cdots \quad \rightarrow 0 \rightarrow \cdots \tag{4.1}
\end{equation*}
$$

By the infinite left (resp. right) unbounded garland we mean the posets

$$
\begin{aligned}
& a \rightarrow \mathcal{G}_{\infty}:
\end{aligned}
$$

Now we are able to prove the following classification theorem.
Theorem 4.2. Assume that $I$ is a connected interval finite poset and $\underset{\widetilde{\sim}}{K}$ is an algebraically closed field. Moreover, assume that $I$ is infinite and $\widetilde{\mathbb{A}}_{m}^{*}$-free.
(a) The following conditions are equivalent:
(a1) The coalgebra $K^{\square} I$ is of tame comodule type.
(a2) The reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ is weakly non-negative.
(a3) The reduced Euler form $q_{U}^{\bullet}: \mathbb{Z}^{U} \rightarrow \mathbb{Z}$ is weakly non-negative for any finite convex subposet $U$ of $I$.
(a4) I is a connected subposet of one of the posets $\mathcal{G}^{(0)}, \mathcal{G}_{s}^{(1)}, \mathcal{G}_{s+1}^{(2)}$, $\mathcal{G}_{\infty}^{(3)}, \mathcal{G}_{s, \infty}^{(4)}$, and $\mathcal{G}_{s+1, \infty}^{(5)}$ in Table 4.4, or of one of their duals ${ }^{\circ} \mathcal{G}_{s}^{(1)},{ }^{\circ} \mathcal{G}_{s+1}^{(2)},{ }^{\circ} \mathcal{G}_{\infty}^{(3)},{ }^{\circ} \mathcal{G}_{s, \infty}^{(4)}$, and ${ }^{\circ} \mathcal{G}_{s+1, \infty}^{(5)}$, with some $s \geq 1$.
(b) If $K^{\square} I$ is of tame comodule type then the following three conditions are equivalent:
(b1) $K^{\square} I$ is tame of non-polynomial growth.
(b2) There exists a finite convex subposet $U$ of I such that the incidence algebra $K U$ is tame of non-polynomial growth.
(b3) I contains one of the following two posets:

or one of the three pg-critical posets in [20, (2.4a)-(2.4c)] (see also [28, 54]), and I is a connected subposet of one of the posets $\mathcal{G}^{(0)}, \mathcal{G}_{s}^{(1)}, \mathcal{G}_{s+1}^{(2)}, \mathcal{G}_{\infty}^{(3)}, \mathcal{G}_{s, \infty}^{(4)}, \mathcal{G}_{s+1, \infty}^{(5)}$ in Table 4.4, or of one of their duals, with some $s \geq 1$.

Proof. (a) By Theorem 3.9, the coalgebra $K^{\square} I$ is of tame comodule type if and only if, for any finite convex subposet $U$ of $I$, the coalgebra $K^{\square} U$ is of tame comodule type; equivalently, if and only if the incidence algebra $K U$ is tame (see $[38]$ ). Thus the equivalences $(\mathrm{a} 1) \Leftrightarrow(\mathrm{a} 2) \Leftrightarrow(\mathrm{a} 3)$ are immediate consequences of Theorem 3.9.
$(\mathrm{a} 1) \Rightarrow(\mathrm{a} 4)$. Assume that $I$ is infinite, connected and $\widetilde{\mathbb{A}}_{m}^{*}$-free, and $K^{\square} I$ is of tame comodule type. By the observation made earlier, the incidence algebra $K U$ is tame for any finite convex subposet $U$ of $I$.

Finite connected $\widetilde{\mathbb{A}}_{m}^{*}$-free posets with this property are completely described in $[20]$. It is also proved there that for such a poset $U$, the incidence algebra $K U$ is tame if and only if the integral Tits quadratic form $q_{U}: \mathbb{Z}^{U} \rightarrow \mathbb{Z}$ (in the sense of Bongartz 3|) is weakly non-negative. It is shown in $[47]$ that the Tits form $q_{U}$ coincides with the reduced Euler form $q_{U}^{\bullet}$. Then, using the description of connected $\widetilde{\mathbb{A}}_{m}^{*}$-free posets (given in 20]) with $q_{U}^{\bullet}$ weakly non-negative, simple combinatorial arguments show that $I$ or $I^{\mathrm{op}}$ is a subposet of one of the posets in Table 4.4.
$(\mathrm{a} 4) \Rightarrow(\mathrm{a} 1)$. Assume that $I$ is a connected $\widetilde{\mathbb{A}}_{m}^{*}$-free infinite poset such that $I$ or $I^{\mathrm{op}}$ is a subposet of one of the posets in Table 4.4. It follows from the results in [20] that the reduced Euler form $q_{U}^{\bullet}: \mathbb{Z}^{U} \rightarrow \mathbb{Z}$ is weakly non-negative for any connected convex finite subposet $U$ of $I$, and so the incidence algebra $K U$ is tame. By [44, Corollary 2.13], this implies that $K \square U$ is of tame comodule type. Hence, by Theorem 3.9, so is $K^{\square} I$. This finishes the proof of (a).

Since the proof essentially depends on the classification given in [20], we give later (in Section 5) an alternative proof of the implication (a4) $\Rightarrow(\mathrm{a} 1)$ by showing that the reduced Euler form is weakly non-negative for any poset of Table 4.4, and for each of its connected subposets.
(b) Assume that $J$ is $\mathcal{G}_{3},(\mathcal{N Z})^{*}$, or one of the three $p g$-critical posets in $[20,(2.4 \mathrm{a})-(2.4 \mathrm{c})]$ (see also [21, 22, 28, 54]). Then $\mathrm{gl} . \operatorname{dim} K J=2$ and the reduced Euler form $q_{J}^{\bullet}: \mathbb{Z}^{J} \rightarrow \mathbb{Z}$ coincides with its Euler form $\bar{q}_{J}$ (see 47). We recall from [20, Lemma 2.4], [35] and [36, Section 5] that the algebra $K J$ is tame of non-polynomial growth. Hence, in view of Theorem 3.2, Theorem 3.9, and the results in [44], the implications $(\mathrm{b} 3) \Rightarrow(\mathrm{b} 2) \Leftrightarrow(\mathrm{b} 1)$ follow.

In view of the equivalence $(\mathrm{a} 1) \Leftrightarrow(\mathrm{a} 4)$, the implication $(\mathrm{b} 1) \Rightarrow(\mathrm{b} 3)$ is a consequence of 35 and the description of finite $\widetilde{\mathbb{A}}_{m}^{*}$-free connected repre-sentation-tame posets in $20-22]$ (see also [53]).

Table 4.4. Infinite connected $\widetilde{\mathbb{A}}_{m}^{*}$-free posets $I$ with weakly non-negative reduced Euler form $q_{I}^{\boldsymbol{\bullet}}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$


We also add to Table 4.4 the posets ${ }^{\circ} \mathcal{G}_{s}^{(1)},{ }^{\circ} \mathcal{G}_{s+1}^{(2)},{ }^{\circ} \mathcal{G}_{\infty}^{(3)},{ }^{\circ} \mathcal{G}_{s, \infty}^{(4)}$, and ${ }^{\circ} \mathcal{G}_{s+1, \infty}^{(5)}$ dual to $\mathcal{G}_{s}^{(1)}, \mathcal{G}_{s+1}^{(2)}, \mathcal{G}_{\infty}^{(3)}, \mathcal{G}_{s, \infty}^{(4)}$, and $\mathcal{G}_{s+1, \infty}^{(5)}$, respectively.

REMARK 4.5. (a) If $I$ is one of the five posets $\mathcal{G}^{(0)}, \mathcal{G}_{s}^{(1)}, \mathcal{G}_{s+1}^{(2)}, \mathcal{G}_{s, \infty}^{(4)}$, and $\mathcal{G}_{s+1, \infty}^{(5)}$, then gl.dim $K^{\square} I$ is infinite, whereas gl. $\operatorname{dim} K^{\square} \mathcal{G}_{\infty}^{(3)}$ is finite.
(b) If $I$ is the infinite garland $\mathcal{G}^{(0)}$, then the category $K^{\square} I$-Comod has no non-zero projective objects and no non-zero flat objects (see [6, 11, 27, 40].

Now we show that the reduced Euler form is weakly non-negative for any poset of Table 4.4, and for each of its connected subposets. We start with the following reduction lemma that is analogous to the peak reflection result proved in (31] and applied in (12].

Lemma 4.6. Assume that $I$ is a poset and $b \in I$ is a point such that the left cone $\unrhd_{b}$ is of the form
$\unrhd_{b}:$

and all points $j_{1} \in I_{1} \backslash\{b\}$ are incomparable with all points $j_{2} \in I_{2} \backslash\{b\}$. Moreover, assume that $I=I_{1} \cup J$ and $J$ is a disjoint union $I_{2} \cup T$ with $T$ such that $I_{1} \cap T$ is empty. Denote by $I_{b}^{\prime}=I_{1} \cup J^{\mathrm{op}}$ the poset obtained from $I$ by replacing the subposet $J$ with its opposite $J^{\mathrm{op}}$.
(a) The reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ coincides with the form $q_{I_{b}^{\prime}}^{\bullet}$ : $\mathbb{Z}^{\left(I_{b}^{\prime}\right)} \rightarrow \mathbb{Z}$ under the obvious identification $\mathbb{Z}^{(I)} \equiv \mathbb{Z}^{\left(I_{b}^{\prime}\right)}$. In particular, $q_{I_{b}^{\prime}}^{\bullet}$ is weakly non-negative if and only if $q_{I}^{\bullet}$ is.
(b) If $I$ is finite, the reduced Coxeter-Euler polynomials $\operatorname{cox}_{I}^{\bullet}(t)$ and $\operatorname{cox}_{I_{b}^{\prime}}^{\bullet}(t)$ coincide.

Proof. By our assumption, $I$ is of the shape $\unrhd^{\unrhd} \cup T$, that is,


Without loss of generality we may assume that $I$ is finite, the points of $I_{1}$ are numbered by $1, \ldots, m, b=m$, the points of $I_{2}$ are numbered by $m=b$, $m+1, \ldots, m+s$, and the points of $T$ are numbered by $m+s+1, m+s+2, \ldots, r$. Moreover, we assume that $j_{1} \prec j_{1}^{\prime}$ implies $j_{1}<_{\mathbb{N}} j_{1}^{\prime}$ in the natural order for
$j_{1}, j_{1}^{\prime} \in I_{1}$, and $j_{2} \prec j_{2}^{\prime}$ implies $j_{2}>_{\mathbb{N}} j_{2}^{\prime}$ for $j_{2}, j_{2}^{\prime} \in J:=I_{2} \cup T$. It follows that the reduced Euler matrix $\mathbf{C}_{I}^{\bullet} \in \mathbb{M}_{m+s+r}(\mathbb{Z})$ is of the form

$$
\mathbf{C}_{I}^{\bullet}=\left[\begin{array}{ccc|cccccc}
\bar{c}_{11} & \cdots & \bar{c}_{1 b-1} & \bar{c}_{1 b} & 0 & 0 & \cdots & 0 & 0  \tag{4.7}\\
\vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\bar{c}_{b-11} & \cdots & \bar{c}_{b-1 b-1} & \bar{c}_{b-1 b} & 0 & 0 & \cdots & 0 & 0 \\
\hline \bar{c}_{b 1} & \cdots & \bar{c}_{b b-1} & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & \cdots & 0 & & 1 & & & & \mathbf{O} \\
0 & \cdots & 0 & & & 1 & & & \\
\vdots & \ddots & \vdots & & & & \ddots & & \\
0 & \cdots & 0 & & & & & 1 & \\
0 & \cdots & 0 & \mathbf{C}_{J}^{\bullet} & & & & 1
\end{array}\right] .
$$

By applying the definition of the reduced Euler matrix we can show that $\mathbf{C}_{I_{b}^{\prime}}^{\bullet}$ is obtained from $\mathbf{C}_{I}^{\bullet}$ by replacing its lower right corner

$$
\left[\begin{array}{llllll}
1 & 0 & 0 & \cdots & 0 & 0 \\
& 1 & & & & \mathbf{O} \\
& & 1 & & & \\
& & & \ddots & & \\
& \mathbf{C}_{J}^{\bullet} & & & & \\
& & & & 1
\end{array}\right]
$$

with $\left(\mathbf{C}_{J}^{\bullet}\right)^{t r}=\mathbf{C}_{J^{\text {op }}}$. When $J$ is the chain

$$
b \leftarrow m+1 \leftarrow m+2 \leftarrow \cdots \leftarrow m+s
$$

a detailed proof is given in [12, pp. 88-89].
It follows that $\mathbf{C}_{I_{b}^{\prime}}^{\bullet}+\left(\mathbf{C}_{I_{b}^{\prime}}^{\bullet}\right)^{t r}=\mathbf{C}_{I}^{\bullet}+\left(\mathbf{C}_{I}^{\bullet}\right)^{t r}$ and $2 q_{I_{b}^{\prime}}^{\bullet}(x)=x \cdot \mathbf{C}_{I_{b}^{\prime}}^{\bullet} \cdot x^{t r}=$ $x \cdot\left(\mathbf{C}_{I_{b}^{\prime}}^{\bullet}+\left(\mathbf{C}_{I_{b}^{\prime}}^{\bullet}\right)^{t r}\right) \cdot x^{t r}=x \cdot\left(\mathbf{C}_{I}^{\bullet}+\left(\mathbf{C}_{I}^{\bullet}\right)^{t r}\right) \cdot x^{t r}=x \cdot \mathbf{C}_{I}^{\bullet} \cdot x^{t r}=2 q_{I}^{\bullet}(x)$. Hence (a) follows.

To prove (b), assume that $I$ is finite and note that $\mathbf{C}_{I_{b}^{\prime}}^{\bullet}=T \cdot \mathbf{C}_{I}^{\bullet} \cdot T$, where

$$
T=\left[\begin{array}{ccc|cccc}
1 & & \mathbf{O} & 0 & 0 & \cdots & 0 \\
& \ddots & & \vdots & \vdots & \ddots & \vdots \\
\mathbf{O} & & 1 & 0 & 0 & \cdots & 0 \\
\hline 0 & \cdots & 0 & \mathbf{O} & & & 1 \\
0 & \cdots & 0 & & & 1 & \\
\vdots & \ddots & \vdots & & . & & \\
0 & \cdots & 0 & 1 & & & \mathbf{O}
\end{array}\right]
$$

Since $T^{t r}=T^{-1}=T$, we have $\mathbf{C}_{I_{b}^{\prime}}^{\bullet}=T^{t r} \cdot \mathbf{C}_{I}^{\bullet} \cdot T$ and a simple calculation shows that $\operatorname{Cox}_{I_{b}^{\prime}}^{\bullet}=T \cdot \operatorname{Cox}_{I}^{\bullet} \cdot T$. Hence $\operatorname{cox}_{I_{b}^{\prime}}^{\prime}(t)=\operatorname{cox}_{I}^{\bullet}(t)$.

Corollary 4.8. Assume that I is a finite connected subposet of one of the posets $\mathcal{G}^{(0)}, \mathcal{G}_{s}^{(1)}, \mathcal{G}_{s+1}^{(2)}, \mathcal{G}_{\infty}^{(3)}, \mathcal{G}_{s, \infty}^{(4)}, \mathcal{G}_{s+1, \infty}^{(5)}$ in Table 4.4 , or of one of their duals, with some $s \geq 1$.
(a) The reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ is weakly non-negative.
(b) There exists a finite connected subposet $I^{\prime}$ of $\mathcal{G}^{(0)}$ or of $\mathcal{G}_{b, \infty}^{(6)}$ given below such that $\operatorname{cox}_{I}^{\bullet}(t)=\operatorname{cox}_{I^{\prime}}^{\bullet}(t)$.

Proof. First we assume that $I$ is a finite connected subposet of $\mathcal{G}_{s}^{(1)}$ or $\mathcal{G}_{s+1}^{(2)}$, or their dual posets. By Lemma 4.6, the weak non-negativity of $q_{I}^{\bullet}$ reduces to the weak non-negativity of $q_{I^{\prime}}^{\bullet}$ for a finite connected subposet $I^{\prime}$ of $\mathcal{G}^{(0)}$ with $\operatorname{cox}_{I}^{\bullet}(t)=\operatorname{cox}_{I^{\prime}}^{\bullet}(t)$.

Next we assume that $I$ is a finite connected subposet of $\mathcal{G}_{\infty}^{(3)}, \mathcal{G}_{s, \infty}^{(4)}$, or $\mathcal{G}_{s+1, \infty}^{(5)}$, or of one of their duals. By applying an obvious extension of Lemma 4.6, one reduces the weak non-negativity for $I$ to the weak non-negativity for a finite connected subposet $I^{\prime}$ of

with $\operatorname{cox}_{I}^{\bullet}(t)=\operatorname{cox}_{I^{\prime}}^{\bullet}(t)$. Consequently, it remains to prove that if $I$ is a finite connected subposet of $\mathcal{G}^{(0)}$ or of $\mathcal{G}_{b, \infty}^{(6)}$ then $q_{I}^{\bullet}$ is weakly non-negative. This is implicitly proved in 20. On the other hand, one can prove it by applying the Dean-de la Peña algorithm [8], or directly by induction on the number of points in $I$. For the convenience of the reader we present a proof in Corollary 5.3 below.

## 5. Weak non-negativity of the reduced Euler form of garlands.

 The aim of this section is to prove that the reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{(I)} \rightarrow \mathbb{Z}$ of any connected subposet $I$ of any of the infinite posets of Table 4.4 is weakly non-negative. The problem obviously reduces to the case when $I$ is finite. Moreover, it was shown in the proof of Corollary 4.8 that the problem reduces to the case when $I$ is a subposet of the two-sided infinite garland $\mathcal{G}$ or of $\mathcal{G}_{b, \infty}^{(6)}$. The proof uses the following two technical (but useful) propositions.Proposition 5.1. Assume that I is a connected subposet of the garland $\mathcal{G}_{m}$.
(a) For any $m \geq 1$, the form $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ is weakly non-negative.
(b) If $J$ is a connected subposet of the completed garland $\widehat{\mathcal{G}}_{m}: a \rightarrow$ $\widehat{\mathcal{G}_{m}} \rightarrow b$ with $m \geq 1$, and $J$ contains the point $a$ (resp. b), then the
forms $q_{J}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ and $q_{J}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}\left(\right.$ resp. $\left.q_{J}^{\bullet}(x)-\frac{1}{2} x_{b}^{2}\right)$ are weakly non-negative.
(c) If $I$ is a connected subposet of $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ with $m \geq 1$, and $I$ contains the points $a$ and $b$, then the forms $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ and $q_{I}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{b}^{2}$ are weakly non-negative.

Proof. (a1) First we prove (a) for $I=\mathcal{G}_{m}$. Assume that $m \geq 1$ and the points of the garland $\mathcal{G}_{m}$ are labelled as follows:

$$
\begin{aligned}
& \begin{array}{lllll}
1 \\
\circ & 3 \\
0 & \ldots & \\
\rightarrow & 2 m-3 & 2 m-1 \\
0
\end{array} \\
& \mathcal{G}_{m} \text { : }
\end{aligned}
$$

$$
\begin{aligned}
& \text { ( } 2 m \text { points, } m \geq 1 \text { ) }
\end{aligned}
$$

We proceed by induction on $m \geq 1$. For $m=1$, the form $q_{\mathcal{G}_{1}}^{\bullet}: \mathbb{Z}^{2} \rightarrow \mathbb{Z}$ is positive definite, because $q_{\mathcal{G}_{1}}^{\bullet}\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}$. For $m=2$, the form $q_{\mathcal{G}_{2}}^{\bullet}: \mathbb{Z}^{4} \rightarrow \mathbb{Z}$ is positive semi-definite, because $2 q_{\mathcal{G}_{2}}^{\bullet}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left(x_{1}+\right.$ $\left.x_{2}-x_{3}-x_{4}\right)^{2}+\left(x_{1}-x_{2}\right)^{2}+\left(x_{3}-x_{4}\right)^{2}$.

For $m=3, I=\mathcal{G}_{3}$ is the interval closed subposet of the garland $a_{1} \rightarrow$ $\mathcal{G}_{3} \rightarrow a_{8}$ of Example 3.15. Since the reduced Euler form of $\mathcal{G}_{3}$ is obtained from that of $a_{1} \rightarrow \mathcal{G}_{3} \rightarrow a_{8}$ by the substitutions $x_{1}=0$ and $x_{8}=0$, the form $q_{\mathcal{G}_{3}}^{\bullet}: \mathbb{Z}^{6} \rightarrow \mathbb{Z}$ of $\mathcal{G}_{3}$ is weakly non-negative, because it is shown in Example 3.15 that the reduced Euler form of $a_{1} \rightarrow \mathcal{G}_{3} \rightarrow a_{8}$ is weakly non-negative. Hence the form $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ is also weakly non-negative.

Assume that $m \geq 4$ and the claim is proved for all garlands $\mathcal{G}_{s}$ such that $s \leq m-1$. Assume, to the contrary, that $q_{\mathcal{G}_{m}}^{\bullet}: \mathbb{Z}^{2 m} \rightarrow \mathbb{Z}$ is not weakly non-negative, with $m \geq 4$ minimal possible. Let $v=\left(v_{1}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m}$ be a non-zero vector such that $q_{\mathcal{G}_{m}}^{\bullet}(v)<0$.

For simplicity of the presentation, we set $\widehat{v}_{1}:=v_{1}+v_{2}, \widehat{v}_{3}:=v_{3}+v_{4}$, $\widehat{v}_{5}:=v_{5}+x_{6}, \ldots$ View $I=\mathcal{G}_{m}$ as the usual extension of the disjoint union
of two subposets, where $J=\mathcal{G}_{m-1}$ is obtained from $\mathcal{G}_{m}$ by removing $\circ_{1}$ and $\circ_{2}$. It follows from our assumption and the definition of $q_{\mathcal{G}_{m}}^{\bullet}(x)$ that

$$
\begin{aligned}
0>q_{\mathcal{G}_{m}}^{\bullet}(v) & =v_{1}^{2}+v_{2}^{2}+q_{J}^{\bullet}\left(v^{-}\right)+\widehat{v}_{1} \cdot \widehat{v}_{5}-\widehat{v}_{1} \cdot \widehat{v}_{3} \\
& =v_{1}^{2}+v_{2}^{2}+q_{J}^{\bullet}\left(v^{-}\right)+\widehat{v}_{1} \cdot\left(\widehat{v}_{5}-\widehat{v}_{3}\right),
\end{aligned}
$$

where $v^{-}=\left(v_{3}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m-2}$. Hence, $\widehat{v}_{1} \cdot\left(\widehat{v}_{5}-\widehat{v}_{3}\right)<0$ and $\widehat{v}_{5}<\widehat{v}_{3}$,
because $v=\left(v_{1}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m}$ is non-zero and $v_{1}^{2}+v_{2}^{2}+q_{J}^{\bullet}\left(v^{-}\right) \geq 0$, by the inductive assumption.

On the other hand, we can view $I=\mathcal{G}_{m}$ as the usual extension of the disjoint union $J_{1} \cup J_{2}$ of its two subposets


It follows from our assumption and the definition of $q_{\mathcal{G}_{m}}^{\bullet}(x)$ that

$$
\begin{aligned}
0>q_{\mathcal{G}_{m}}^{\bullet}(v) & =q_{J_{1}}^{\bullet}\left(v^{\prime}\right)+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\widehat{v}_{3} \cdot \widehat{v}_{7}+\widehat{v}_{5} \cdot \widehat{v}_{8}-\widehat{v}_{5} \cdot \widehat{v}_{7} \\
& =q_{J_{1}}^{\bullet}\left(v^{\prime}\right)+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\bar{v}_{3}-\bar{v}_{5}\right) \cdot \widehat{v}_{7}+\widehat{v}_{5} \cdot \widehat{v}_{9} \\
& \geq q_{J_{1}}^{\bullet}\left(v^{\prime}\right)+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\bar{v}_{3}-\bar{v}_{5}\right) \cdot \widehat{v}_{7},
\end{aligned}
$$

where $v^{\prime}=\left(v_{1}, v_{2}, v_{3}, v_{4}\right) \in \mathbb{N}^{4}$ and $v^{\prime \prime}=\left(v_{5}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m-4}$. Hence $q_{J_{1}}^{\bullet}\left(v^{\prime}\right)+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\bar{v}_{3}-\bar{v}_{5}\right) \cdot \widehat{v}_{7}<0$. Since the inductive hypothesis yields $q_{J_{1}}^{\dot{\bullet}}\left(v^{\prime}\right)+q_{J_{2}}^{\dot{\circ}}\left(v^{\prime \prime}\right) \geq 0$, we have $\left(\bar{v}_{3}-\bar{v}_{5}\right) \cdot \widehat{v}_{7}<0$ and consequently $\bar{v}_{3}<\bar{v}_{5}$, contrary to $\widehat{v}_{5}<\widehat{v}_{3}$ obtained earlier. Here we note that $\widehat{v}_{7}>0$, because otherwise $v_{7}=0, v_{8}=0$, and we can replace the garland $J_{2}$ by a smaller one, and the inductive assumption applies. This finishes the inductive step, and therefore (a) follows for $I=\mathcal{G}_{m}$.
(b1) Next we prove (b) for the left completed garland $J=\left(a \rightarrow \mathcal{G}_{m}\right)$ and for the right completed garland $J=\left(\mathcal{G}_{m} \rightarrow b\right)$. Since the second case is dual to the first, we prove (b1) for $J=\left(a \rightarrow \mathcal{G}_{m}\right)$. Assume that $m \geq 1$ and the points of $J=\left(a \rightarrow \mathcal{G}_{m}\right)$ are labelled as follows:

$$
\begin{aligned}
& a \rightarrow \stackrel{1}{\circ} \rightarrow \stackrel{3}{\circ} \quad \cdots \quad \xrightarrow{2 m-3} \rightarrow{ }^{2 m-1} \\
& a \rightarrow \mathcal{G}_{m}: \searrow \mathcal{I}^{\prime} \quad \text { X }_{\mathcal{I}} \quad(2 m+1 \text { points, } m \geq 1)
\end{aligned}
$$

Now we prove by induction on $m \geq 1$ that the form $\boldsymbol{q}_{J}^{\boldsymbol{\bullet}}(x)-\frac{1}{2} x_{a}^{2}$ is weakly non-negative. For $m=2$, we have

$$
\begin{aligned}
q_{J}^{\bullet}\left(x_{a}, x_{1}, x_{2}, x_{3}, x_{4}\right)= & \bar{q}_{J}\left(x_{a}, x_{1}, x_{2}, x_{3}, x_{4}\right) \\
= & x_{a}^{2}+x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}-x_{a} x_{1}-x_{a} x_{2} \\
& -\left(x_{1}+x_{2}\right)\left(x_{3}+x_{4}\right)+x_{a} x_{3}+x_{a} x_{4} \\
= & \frac{1}{2}\left(x_{a}-x_{1}-x_{2}+x_{3}+x_{4}\right)^{2} \\
& +\frac{1}{2} x_{a}^{2}+\frac{1}{2}\left(x_{1}-x_{2}\right)^{2}+\frac{1}{2}\left(x_{3}-x_{4}\right)^{2} .
\end{aligned}
$$

It follows that the form $q_{J}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}$ is positive semi-definite, hence weakly non-negative. Thus (b1) follows for $m=2$ and also for $m=1$.

Assume that $m \geq 3, J$ is $a \rightarrow \mathcal{G}_{m}$ and the claim is proved for all $a \rightarrow \mathcal{G}_{s}$ such that $s \leq m-1$. Assume, to the contrary, that $q_{J}^{\bullet}: \mathbb{Z}^{2 m+1} \rightarrow \mathbb{Z}$ is not weakly non-negative, with $m \geq 3$ minimal possible. Let $v=\left(v_{a}, v_{1}, \ldots, v_{2 m}\right)$ $\in \mathbb{N}^{2 m+1}$ be a non-zero vector such that $q_{J}^{\bullet}(v)<0$. Now we follow the proof of (a1) keeping the notation introduced there.

View $J=\left(a \rightarrow \mathcal{G}_{m}\right)$ as the usual extension of the disjoint union
of two subposets, where $\mathcal{G}_{m}$ is obtained from $J$ by removing $a$. It follows from (a1) and the definition of $q_{J}^{\bullet}(x)$ that

$$
0>q_{J}^{\bullet}(v)-\frac{1}{2} v_{a}^{2}=\frac{1}{2} v_{a}^{2}+q_{\mathcal{G}_{m}}^{\bullet}\left(v^{-}\right)+v_{2} \cdot\left(\widehat{v}_{2}-\widehat{v}_{1}\right)
$$

where $v^{-}=\left(v_{1}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m}$. Hence, $v_{2} \cdot\left(\widehat{v}_{2}-\widehat{v}_{1}\right)$ and $\widehat{v}_{2}<\widehat{v}_{1}$, because $v=\left(v_{1}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m}$ is non-zero and $\frac{1}{2} v_{a}^{2}+q_{\mathcal{G}_{m}}^{\bullet}\left(v^{-}\right) \geq 0$, by (a1).

On the other hand, we can view $J=\left(a \rightarrow \mathcal{G}_{m}\right)$ as the usual extension of the disjoint union $J_{1} \cup J_{2}$ of


It follows from (a1) and the definitions of $q_{J}^{\bullet}(x)$ that

$$
\begin{aligned}
0>q_{J}^{\bullet}(v) & =q_{J_{1}}^{\bullet}\left(v^{\prime}\right)-\frac{1}{2} v_{a}^{2}+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\widehat{v}_{1} \cdot \widehat{v}_{3}-\widehat{v}_{2} \cdot \widehat{v}_{3}+\widehat{v}_{2} \cdot \widehat{v}_{5} \\
& =q_{J_{1}}^{\bullet}\left(v^{\prime}\right)-\frac{1}{2} v_{a}^{2}+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\widehat{v}_{1}-\widehat{v}_{2}\right) \cdot \widehat{v}_{3}+\widehat{v}_{2} \cdot \widehat{v}_{5} \\
& \geq q_{J_{1}}^{\bullet}\left(v^{\prime}\right)-\frac{1}{2} v_{a}^{2}+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\widehat{v}_{1}-\widehat{v}_{2}\right) \cdot \widehat{v}_{3},
\end{aligned}
$$

where $v^{\prime}=\left(v_{a}, v_{1}, v_{2}, v_{3}, v_{4}\right) \in \mathbb{N}^{5}$ and $v^{\prime \prime}=\left(v_{5}, \ldots, v_{2 m}\right) \in \mathbb{N}^{2 m-2}$. Hence $q_{J_{1}}^{\bullet}\left(v^{\prime}\right)-\frac{1}{2} v_{a}^{2}+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right)+\left(\bar{v}_{1}-\bar{v}_{2}\right) \cdot \widehat{v}_{3}<0$. Since (a) and the inductive hypothesis yield $q_{J_{1}}^{\bullet}\left(v^{\prime}\right)-\frac{1}{2} v_{a}^{2}+q_{J_{2}}^{\bullet}\left(v^{\prime \prime}\right) \geq 0$, we have $\left(\widehat{v}_{1}-\widehat{v}_{2}\right) \cdot \widehat{v}_{3}<0$ and so $\widehat{v}_{1}<\widehat{v}_{2}$, contrary to $\widehat{v}_{2}<\widehat{v}_{1}$ obtained earlier. This finishes the inductive step, and thus (a2) follows for $J=\left(a \rightarrow \mathcal{G}_{m}\right)$ with $m \geq 1$.
(c3) Now we prove (c) when $I$ is the completed garland $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ with $m \geq 1$. More precisely, we prove by induction on $m \geq 1$ that the form $q_{I}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{b}^{2}$ is weakly non-negative.

For $m=2, I=\widehat{\mathcal{G}_{2}}$ can be viewed as the garland

$$
I: \quad a_{1} \begin{gathered}
\nearrow a_{2} \rightarrow a_{4} \rightarrow a_{6} \\
\searrow \\
a_{3} \rightarrow a_{5}
\end{gathered}
$$

obtained from the garland $J$ of Example 3.16 by removing $a_{7}$. Hence, $q_{I}^{\bullet}(x)$ is obtained from $q_{J}^{\bullet}(x)$ by the substitution $x_{7}=0$. Then, in view of Example 3.16, the form $q_{I}^{\bullet}: \mathbb{Z}^{6} \rightarrow \mathbb{Z}$ is weakly non-negative, because $2 q_{I}^{\bullet}$ has the canonical Lagrange form

$$
\begin{aligned}
2 q_{I}^{\bullet}(x)= & x_{1}^{2}+\left(x_{1}-x_{2}-x_{3}+x_{4}+x_{5}-x_{6}\right)^{2} \\
& +\left(x_{2}-x_{3}\right)^{2}+\left(x_{4}-x_{5}\right)^{2}+x_{6}^{2}
\end{aligned}
$$

Moreover, $q_{I}^{\bullet}(x)-\frac{1}{2} x_{1}^{2}-\frac{1}{2} x_{6}^{2}$ is weakly non-negative. Hence (c3) follows for $m=1$.

Assume that $m \geq 3, I$ is the completed garland $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ and (c3) is proved for all $\widehat{\mathcal{G}}_{s}$ with $s \leq m-1$. Assume, to the contrary, that $q_{I}^{\bullet}: \mathbb{Z}^{2 m+2} \rightarrow \mathbb{Z}$ is not weakly non-negative, with $m \geq 3$ minimal possible.

By a simple modification of the arguments used in the proof of (b1), with $q_{J}^{\bullet}(v)-\frac{1}{2} v_{a}^{2}$ and $q_{\widehat{\mathcal{G}}_{m}}^{\bullet}(v)-\frac{1}{2} v_{a}^{2}-\frac{1}{2} v_{b}^{2}$ interchanged, we will get a contradiction. We modify the proof of (b1) by replacing the first disjoint union $\{a\} \cup \mathcal{G}_{m}$ with $\{a\} \cup\left(\mathcal{G}_{m} \rightarrow b\right)$, and the second disjoint union $J_{1} \cup J_{2}=J_{1} \cup \mathcal{G}_{m}$ with $J_{1} \cup\left(\mathcal{G}_{m} \rightarrow b\right)$. This proves the inductive step and completes the proof of (c3).

Now we will show that, for each connected subposet $I$ of a garland $\mathcal{G}_{m}$, statements (a) and (b) are consequences of (c). For this purpose, denote by $\widehat{I}:=\left(a_{0} \rightarrow I \rightarrow b_{0}\right)$ the poset obtained from $I$ by adding a unique minimal point $a_{0}$ and a unique maximal point $b_{0}$. Then the form $q_{\widehat{I}}^{\bullet}: \mathbb{Z}^{\widehat{I}} \rightarrow \mathbb{Z}$ is weakly non-negative, by (c). Hence, $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ is weakly non-negative, because it is the restriction of $q_{\widehat{I}}^{\bullet}$ to the interval closed subposet $I$. In case $I$ is as in (b), the proof is analogous. Consequently, to finish the proof, it remains to prove (c).
(c) Assume that $I$ is a connected subposet of the completed garland $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ containing $a$ and $b$.

CASE $1^{\circ}$. Assume that $I$ is the chain $a \rightarrow b_{1} \rightarrow \cdots \rightarrow b_{n} \rightarrow b$. Then $q_{I}^{\bullet}: \mathbb{Z}^{n+2} \rightarrow \mathbb{Z}$ is positive definite since

$$
q_{I}^{\bullet}(x)=\frac{1}{2}\left[x_{a}^{2}+\left(x_{a}-x_{b_{1}}\right)^{2}+\left(x_{b_{1}}-x_{b_{2}}\right)^{2}+\cdots+\left(x_{b_{n}}-x_{b}\right)^{2}+x_{a}^{2}\right] .
$$

Hence $q_{I}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{b}^{2}$ is weakly non-negative and (c) follows.

CASE $2^{\circ}$. Assume that $I$ is the completed garland $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ with $m \geq 1$. Then (c) follows from (c1).

CASE $3^{\circ}$. Assume that $I$ is not a chain and is a connected subposet of $\widehat{\mathcal{G}}_{m}$ containing $a$ and $b$. We will prove that $q_{I}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{b}^{2}$ is weakly non-negative by induction on the cardinality $|I|$ of $I$. Note that $|I| \geq 4$, because $I$ is not a chain.

If $|I|=4$ then $I$ is the completed garland $\widehat{\mathcal{G}_{1}}$, and (c) follows by Case $2^{\circ}$. Assume that $|I| \geq 5$ and (c) has been proved for all connected subposets $J$ of $\widehat{\mathcal{G}}_{m}: a \rightarrow \mathcal{G}_{m} \rightarrow b$ such that $J$ contains $a$ and $b$, and $|J|<|I|$. We may assume that $I$ is not a completed garland, because otherwise $q_{I}^{\bullet}(x)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{b}^{2}$ is weakly non-negative, by Case $2^{\circ}$. It follows that $I$ has a waist point $c \notin$ $\{a, b\}$ in the sense of [31], that is, $a \prec c \prec b$ and $I=\unrhd_{c} \cup c^{\triangleleft}$. Consequently, $I$ has the waist splitting form (see $[32]$ )

$$
I=\left(a \rightarrow I_{1} \rightarrow c \rightarrow c_{1} \rightarrow \cdots \rightarrow c_{s} \rightarrow I_{2} \rightarrow b\right)
$$

where $c=c_{0} \rightarrow c_{1} \rightarrow \cdots \rightarrow c_{s}$ is a chain with $s \geq 0$, whereas $\widehat{I}_{1}=(a \rightarrow$ $I_{1} \rightarrow c$ ) and $\widehat{I}_{2}=\left(c \rightarrow c_{1} \rightarrow \cdots \rightarrow c_{s} \rightarrow I_{2} \rightarrow b\right)$ are connected subposets of the completed garlands $a \rightarrow \widehat{\mathcal{G}_{s_{1}}} \rightarrow c$ and $c \rightarrow \mathcal{G}_{s_{2}} \rightarrow b$, respectively. Obviously, $\left|\widehat{I}_{1}\right|<|I|$ and $\left|\widehat{I}_{2}\right|<|I|$.

Since $I$ is not a chain, it contains a pair of incomparable elements; we may assume that they lie in the subposet $I_{2}$ and the inductive hypothesis applies to $\widehat{I}_{2}$.

Since $c$ is a waist point, we have $q_{I}^{\bullet}(v)=q_{\widehat{I}_{1}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{1}}\right)+q_{\widehat{I}_{2}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{2}}\right)-v_{c}^{2}$ for any $v \in \mathbb{Z}^{I}$, where $\left.v\right|_{\widehat{I}_{1}} \in \mathbb{Z}^{\widehat{I}_{1}}$ and $\left.v\right|_{\widehat{I}_{2}} \in \mathbb{Z}^{\widehat{I}_{2}}$ are the corresponding restrictions.

When $\widehat{I}_{1}$ is a chain, the form $q_{\widehat{I}_{1}}^{\bullet}\left(\left.x\right|_{\widehat{I}_{1}}\right)-\frac{1}{2} x_{a}^{2}-\frac{1}{2} x_{c}^{2}$ is weakly non-negative by Case $1^{\circ}$. If $\widehat{I}_{1}$ is not a chain, this form is weakly non-negative by Case $2^{\circ}$ and the inductive assumption.

In both cases, we have

$$
\begin{aligned}
q_{I}^{\bullet}(v)-\frac{1}{2} v_{a}^{2}-\frac{1}{2} v_{b}^{2} & =q_{\widehat{I}_{1}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{1}}\right)+q_{\widehat{I}_{2}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{2}}\right)-v_{c}^{2}-\frac{1}{2} v_{a}^{2}-\frac{1}{2} v_{b}^{2} \\
& =\left(q_{\widehat{I}_{1}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{1}}\right)-\frac{1}{2} v_{a}^{2}-\frac{1}{2} v_{c}^{2}\right)+\left(q_{\widehat{I}_{2}}^{\bullet}\left(\left.v\right|_{\widehat{I}_{2}}\right)-\frac{1}{2} v_{c}^{2}-\frac{1}{2} v_{b}^{2}\right) \geq 0
\end{aligned}
$$

for every $v \in \mathbb{Z}^{I}$ with non-negative coefficients. This finishes the inductive step and completes the proof of (c).

Proposition 5.2. If $I$ is the poset

then the reduced Euler form $q_{I}^{\bullet}: \mathbb{Z}^{I} \rightarrow \mathbb{Z}$ is weakly non-negative.

Proof. Denote by $J$ the subposet obtained from $I$ by removing $\mathcal{G}_{s}$, and let $T$ be the subposet $b \leftarrow \mathcal{G}_{s}$ of $I$. By our assumption on $I$, there is a minimal commutativity relation between $a_{1}$ and $a_{2}$. Then the ( $a_{1}, a_{2}$ ) entry $c_{a_{1} a_{2}}^{\bullet}$ of the reduced Euler matrix $\mathbf{C}_{I}^{\bullet}$ equals 1 if $m \neq 1$, and 2 if $m=1$. Let $J_{1}=J \backslash\{b\}$ be the subposet $a_{1} \rightarrow \mathcal{G}_{m} \rightarrow a_{2}$ of $J$. Then, by applying the definition of $q_{J}^{\bullet}$, we get

$$
\begin{aligned}
q_{J}^{\bullet}(x)= & q_{J_{1}}^{\bullet}(x)-x_{a_{1}} x_{b}-x_{a_{2}} x_{b}+c_{a_{1} a_{2}}^{\bullet} x_{a_{1}} x_{a_{2}}+x_{b}^{2} \\
\geq & \left(q_{J_{1}}^{\bullet}(x)-\frac{1}{2} x_{a_{1}}^{2}-\frac{1}{2} x_{a_{2}}^{2}\right) \\
& +\left(\frac{1}{2} x_{a_{1}}^{2}+\frac{1}{2} x_{a_{2}}^{2}-x_{a_{1}} x_{b}-x_{a_{2}} x_{b}+x_{a_{1}} x_{a_{2}}+\frac{1}{2} x_{b}^{2}\right)+\frac{1}{2} x_{b}^{2} \\
= & \frac{1}{2} x_{b}^{2}+\left(q_{J_{1}}^{\bullet}(x)-\frac{1}{2} x_{a_{1}}^{2}-\frac{1}{2} x_{a_{2}}^{2}\right)+\frac{1}{2}\left(x_{a_{1}}+x_{a_{2}}-x_{b}\right)^{2}
\end{aligned}
$$

It follows that $q_{J}^{\bullet}(x)-\frac{1}{2} x_{b}^{2} \geq\left(q_{J_{1}}^{\bullet}(x)-\frac{1}{2} x_{a_{1}}^{2}-\frac{1}{2} x_{a_{2}}^{2}\right)+\frac{1}{2}\left(x_{a_{1}}+x_{a_{2}}-x_{b}\right)^{2}$. Thus the form $q_{J}^{\boldsymbol{\bullet}}(x)-\frac{1}{2} x_{b}^{2}$ is weakly non-negative, because $q_{J_{1}}^{\bullet}(x)-\frac{1}{2} x_{a_{1}}^{2}-\frac{1}{2} x_{a_{2}}^{2}$ is, by Proposition 5.1(c).

Given $v \in \mathbb{Z}^{I}$, by the definition of $q_{I}^{\bullet}$, we get

$$
\begin{aligned}
q_{I}^{\bullet}(v) & =q_{J}^{\bullet}\left(\left.v\right|_{J}\right)+q_{T}^{\bullet}\left(\left.v\right|_{T}\right)-v_{b}^{2} \\
& =q_{J}^{\bullet}\left(\left.v\right|_{J}\right)-\frac{1}{2} v_{b}^{2}+q_{T}^{\bullet}\left(\left.v\right|_{T}\right)-\frac{1}{2} v_{b}^{2}
\end{aligned}
$$

It follows that the form $q_{I}^{\bullet}(x)$ is weakly non-negative, because $q_{J}^{\bullet}(x)-\frac{1}{2} x_{b}^{2}$ and $q_{T}^{\bullet}\left(\left.x\right|_{T}\right)-\frac{1}{2} x_{b}^{2}$ are (the latter by Proposition 5.1(b)).

Corollary 5.3. If I or $I^{\mathrm{op}}$ is any of the infinite posets of Table 4.4 then the reduced Euler form of $I$ is weakly non-negative.

Proof. It was shown in the proof of Corollary 4.8 that the problem reduces to the case when $I$ is a connected finite subposet of the two-sided infinite garland $\mathcal{G}$ or of the poset $\mathcal{G}_{b, \infty}^{(6)}$ of (4.9). Then the corollary is a consequence of Propositions 5.1 and 5.2.
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