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Abstract. The derived generalized algebroid and the derived generalized Lie algebroid of an anchored vector bundle are defined. Some natural functors from the two categories of anchored vector bundles to the corresponding categories of generalized algebroids and generalized Lie algebroids respectively are also considered.

A natural result is proved: the derived (Lie) algebroid of an anchored vector subbundle is a generalized (Lie) algebroid of the underlying bundle. Lifts of linear R-connections and skew-symmetric forms respectively are constructed and the modular class of an almost Lie structure is defined.

1. Introduction. The algebraic approach of the category of Lie algebroids [7] and its abstract version, the Lie pseudoalgebras [10], can be enlarged to the categories of vector bundles with differentials and their abstract versions, the modules with differentials [14].

An anchored vector bundle denoted as AVB (or a relative tangent space in [12, 13, 14]) is a vector bundle θ = (R, t, M) together a vector bundle morphism D : θ → τM, called an anchor. A bracket (or a Lie map) on an AVB (θ, D) is a map [·, ·]θ : Γ(θ) × Γ(θ) → Γ(θ) which enjoys the properties that it is bilinear over IR, is skew symmetric and [X, fY]θ = (DX)(f)Y + f[X, Y]θ, (∀)X, Y ∈ Γ(θ) and f ∈ ℱ(M). An almost Lie structure (ALS) is a triple (θ, D, [·, ·]θ). An algebroid is an ALS (θ, D, [·, ·]θ) which enjoys the property that [DX, DY] = D[X, Y]θ, (∀)X, Y ∈ Γ(θ), where the first bracket is the Lie bracket on X(M). A Lie algebroid is an algebroid (θ, D, [·, ·]θ) which has a null Jacobiator, i.e. J(X, Y, Z) ≡ Σcyl.[[X, Y]θ, Z]θ = 0, (∀)X, Y, Z ∈ Γ(θ). The anchored vector bundles, the almost Lie structures, the algebroids and the Lie algebroids are called in [14] vector bundles with differentials. A differential calculus using an ALS is constructed in [13]. In this paper one consider vector bundles and admissible vector bundles, i.e. vector bundles on a finite dimensional manifold, but which may have an infinite dimensional fiber. Notice that the morphisms of vector bundles and vector bundles with differentials come from the morphisms of the contravariant category of modules (see [14] for more details).


The paper is in final form and no version of it will be published elsewhere.
To every anchored vector bundle \((\theta, D)\) one can associate a generalized (i.e. with an infinite dimensional fiber) algebroid \((\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})\) and a generalized Lie algebroid \((\theta^{\infty}, D^{\infty}, [\cdot, \cdot]_{\theta^{\infty}})\), which belongs to an isomorphism class of generalized algebroids and generalized Lie algebroids respectively, which does not depend on the linear R-connection or the bracket, used as ingredients in the construction. We call them the derived generalized algebroid and the derived generalized Lie algebroid respectively of the anchored vector bundle \((\theta, D)\). This correspondence related to the anchored vector bundles can be enriched to morphisms, defining in this way four covariant functors (called the derived functors) from the two categories of anchored vector bundles to the two categories of generalized algebroids and the two categories of generalized Lie algebroids respectively. In the same way as a geometric distribution is defined (using the Lie algebroid of the tangent bundle) the derived generalized algebroid and the derived generalized Lie algebroid contains the given anchored vector bundle and induces an almost Lie structure on the bundle. This construction can be interpreted as well in terms of non-holonomic spaces of G. Vranceanu [24], since a linear R-connection and its curvature, which is no torsion, over the bundle. This construction can be interpreted as well in terms of non-holonomic spaces of G. Vranceanu [24], since a linear R-connection and its curvature, which is no torsion, over the bundle. This construction can be interpreted as well in terms of non-holonomic spaces of G. Vranceanu [24], since a linear R-connection and its curvature, which is no torsion, over the bundle. This construction can be interpreted as well in terms of non-holonomic spaces of G. Vranceanu [24], since a linear R-connection and its curvature, which is no torsion, over the bundle. This construction can be interpreted as well in terms of non-holonomic spaces of G. Vranceanu [24], since a linear R-connection and its curvature, which is no torsion, over the bundle.

Let \((\theta, D)\) be an AVB, \(\theta^\prime\) be a vector bundle, over the same base as \(\theta\), and \(\nabla : \Gamma(\theta) \times \Gamma(\theta^\prime) \rightarrow \Gamma(\theta^\prime)\) be a linear R-connection on \(\theta^\prime\). Then there are linear R-connections \(\nabla^{(\infty)} : \Gamma(\theta^{(\infty)}) \times \Gamma(\theta^\prime) \rightarrow \Gamma(\theta^\prime)\) and \(\nabla_{\theta^{(\infty)}} : \Gamma(\theta^{(\infty)}) \times \Gamma(\theta^\prime) \rightarrow \Gamma(\theta^\prime)\) which are curvature free and extend \(\nabla\). For \(p \geq 1\) any \(p\)-form \(\omega \in \Gamma(\wedge^p \theta^\prime)\) can be lifted canonically to a closed \(p\)-form \(\omega_{(\infty)} \in \Gamma(\wedge^p \theta^{(\infty)})\). A 1-form \(\omega \in \Gamma(\theta^\prime)\) can be lifted canonically to a closed 1-form \(\omega_{\infty} \in \Gamma(\theta^{(\infty)}\ast)\). These construction enable us to define the modular class of an almost Lie structure.

Notice that the essential constructions made above on anchored vector bundles have a pure algebraic feature, since they can be performed also for modules with differentials.

All the manifolds and vector bundles are real and smooth (i.e. of class \(C^\infty\)).

2. The derived algebroid of an anchored vector bundle. Let us consider a given anchored vector bundle \((\theta, D)\), where \(\theta = (R, \pi, M)\). A linear relative connection (or a linear R-connection in brief) related to \((\theta, D)\) on a vector bundle \(\xi = (E, p, M)\), is a map \(\nabla : \Gamma(\theta) \times \Gamma(\xi) \rightarrow \Gamma(\xi)\), \(\nabla(X, u) \overset{\text{not.}}{=} \nabla_X u\), such that the Koszul conditions:

\[
\nabla_{X+Y} u = \nabla_X u + \nabla_Y u, \quad \nabla_{fX} u = f \nabla_X u,
\]

\[
\nabla_X (u + v) = \nabla_X u + \nabla_X v, \quad \nabla_X (fu) = D(X)(f)u + f \nabla_X u,
\]

\((\forall)X, Y \in \Gamma(\theta)\) and \(u \in \Gamma(\xi)\), hold. If \((\theta, D, [\cdot, \cdot]_{\theta})\) is an ALS, the curvature of \(\nabla\) is \(\nabla_{X+Y} = \nabla_X \nabla_Y - \nabla_Y \nabla_X - \nabla_{[X,Y]_{\theta}}\). Particularly, a linear R-connection on an ALS \((\theta, D)\) can be defined. Its torsion is \(T(X,Y) = \nabla_X Y - \nabla_Y X - [X,Y]_{\theta}\). The formula \([X,Y]_{\theta} = \nabla_X Y - \nabla_Y X\) defines a bracket, thus \((\theta, D)\) becomes an ALS \((\theta, D, [\cdot, \cdot]_{\theta})\) with
respect to which $\nabla$ is torsion free. Conversely, given a linear R-connection $\nabla$ and an ALS $(\theta, D, [\cdot, \cdot]_\theta)$, then the new linear R-connection $\nabla'$ given by $\nabla'_X Y = \nabla_X Y - \frac{1}{2} T(X, Y)$ is torsion free. Using a new bracket given by $[X, Y]_\theta' = [X, Y]_\theta + T(X, Y)$, the linear R-connection $\nabla$ is torsion free.

Using the same idea of proof of the theorem of existence of usual linear connections on vector bundles (i.e. when the anchor is the identity on the tangent bundle), it can be proved that giving an anchored vector bundle $(\theta, D)$ on vector bundles (i.e. when the anchor is the identity on the tangent bundle), it can be always a linear R-connection. Taking into account the above remarks, an anchored vector bundle allows always a torsion free linear R-connection.

If $(\theta, D, [\cdot, \cdot]_\theta)$ is an almost Lie structure, then a vector bundle morphism $\mathcal{D} : \theta \wedge \theta \to \tau M$ is induced by the module morphism of sections:

$$\mathcal{D} : \Gamma(\theta \wedge \theta) \cong \Gamma(\theta) \wedge_{\mathcal{F}(M)} \Gamma(\theta) \to \mathcal{X}(M),$$

$$\mathcal{D}(X \wedge Y) = [D(X), D(Y)] - D([X, Y]_\theta).$$

Thus $\mathcal{D}$ is an anchor map for $\theta \wedge \theta$, i.e. $(\theta \wedge \theta, \mathcal{D})$ is an anchored vector bundle.

Notice that the curvature of a linear R-connection $\nabla$ on $\theta$ is a linear R-connection on the anchored vector bundle $(\theta \wedge \theta, \mathcal{D})$ defined above. The formula

$$[X \wedge Y, U \wedge V]_{\theta \wedge \theta} = \nabla_{X \wedge Y} (U \wedge V) - \nabla_{U \wedge V} (X \wedge Y)$$

defines a bracket on $(\theta \wedge \theta, \mathcal{D})$, thus $(\theta \wedge \theta, \mathcal{D}, [\cdot, \cdot]_{\theta \wedge \theta})$ becomes an ALS.

Consider now on the vector bundle $\theta^{(1)} = \theta \oplus (\theta \wedge \theta)$ the anchor given by $D^{(1)}(X + (Y \wedge Z)) = D(X) + D(Y \wedge Z)$ and the bracket given by the formulas

$$[X, Y]_{\theta^{(1)}} = [X, Y]_\theta + X \wedge Y, \quad [X \wedge Y, Z]_{\theta^{(1)}} = \nabla_{X \wedge Y} Z - \nabla_Z (X \wedge Y), \quad [X \wedge Y, Z \wedge T]_{\theta^{(1)}} = \nabla_{X \wedge Y} (Z \wedge T) - \nabla_{Z \wedge T} (X \wedge Y).$$

We call the almost Lie structure $(\theta^{(1)}, D^{(1)}, [\cdot, \cdot]_{\theta^{(1)}})$ the (first) derived ALS of $(\theta, D, [\cdot, \cdot]_\theta)$, given by $\nabla$.

**Proposition 2.1.** The following properties hold true:

1. $\mathcal{D}(D^{(1)}(X), D^{(1)}(Y)) = D^{(1)}([X, Y]_\theta), \quad (\forall) X, Y \in \Gamma(\theta)$.
2. If the linear R-connection $\nabla$ has no torsion, then $\mathcal{J}^{(1)}(X, Y, Z) = 0, \quad (\forall) X, Y, Z \in \Gamma(\theta)$, where $\mathcal{J}^{(1)}$ denotes the Jacobiator of $[\cdot, \cdot]_{\theta^{(1)}}$.

**Proof.** We have:

$$[D^{(1)}(X), D^{(1)}(Y)] = D^{(1)}([X, Y]_\theta), \quad (\forall) X, Y \in \Gamma(\theta).$$

For the second equality we have:

$$[[X, Y]_{\theta^{(1)}}, Z]_{\theta^{(1)}} = [[X, Y]_\theta + X \wedge Y, Z]_{\theta^{(1)}} = [[X, Y]_\theta, Z]_\theta + X \wedge Y \wedge Z + \nabla_{X \wedge Y} Z - \nabla_Z (X \wedge Y) = [[X, Y]_\theta, Z]_\theta + X \wedge Y \wedge Z + \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X, Y]}_\theta Z - \nabla_Z X \wedge Y - X \wedge \nabla_Z Y = -\nabla_Z [X, Y]_\theta + \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z + [X, Y]_\theta + \nabla_Z X \wedge Y - X \wedge \nabla_Z Y. \quad \text{So,} \quad [X, Y]_{\theta^{(1)}}, Z]_{\theta^{(1)}} = -\nabla_Z \nabla_X Y + \nabla_Y \nabla_X Z - \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z + \nabla_Z X \wedge Y - X \wedge \nabla_Z Y.$$

Writing the analogous expressions for $[Y, Z]_{\theta^{(1)}}, X]_{\theta^{(1)}}$ and $[[Z, X]_{\theta^{(1)}}, Y]_{\theta^{(1)}}$, then summing, we obtain the second equality. \qed
The linear R-connection $\nabla$ on $\theta$ lifts to a torsion free linear R-connection $\nabla^{(1)}$ on $\theta^{(1)}$, according to the formulas:

$$\nabla^{(1)}_X Y = \nabla_X Y + \frac{1}{2} X \wedge Y, \quad \nabla^{(1)}_X (Y \wedge Z) = \nabla_X (Y \wedge Z), \quad (6)$$

$$\nabla^{(1)}_{X \wedge Y} Z = \nabla_{X \wedge Y} Z, \quad \nabla^{(1)}_{X \wedge Y} (Z \wedge T) = \nabla_{X \wedge Y} (Z \wedge T).$$

Now we define $(\theta^{(2)}, D^{(2)}, M)$ the second derived ALS of $(\theta, D, [\cdot, \cdot]_{\theta})$, as follows:

$$\theta^{(2)} = \theta \oplus (\theta \wedge_1 \theta) \oplus (\theta \wedge_2 (\theta \wedge_1 \theta)) \oplus ((\theta \wedge_1 \theta) \wedge_2 (\theta \wedge_1 \theta)).$$

The anchor $D^{(2)} : \theta^{(2)} \rightarrow \tau M$ is defined by:

$$D^{(2)}(X) = D^{(1)}(X), \quad (\forall) X \in \Gamma(\theta^{(1)}) \cong \Gamma(\theta) \oplus (\Gamma(\theta) \wedge_1 \Gamma(\theta))$$

and

$$D^{(2)}(X \wedge_2 Y) = [D^{(1)}(X), D^{(1)}(Y)] - D^{(1)}([X, Y]_{\theta^{(1)}}),$$

whenever $(X, Y) \in \Gamma(\theta \wedge_1 \theta) \cong \Gamma(\theta) \wedge_1 \Gamma(\theta)$ or $(X \in \Gamma(\theta)$ and $Y \in \Gamma(\theta) \wedge_1 \Gamma(\theta))$.

The linear connection $\nabla^{(2)}$ on $\theta^{(2)}$ is defined by:

$$\nabla^{(2)}_X Y = \nabla_X Y + \frac{1}{2} X \wedge_1 Y = \nabla^{(1)}_X Y, \quad \text{whenever } X, Y \in \Gamma(\theta);$$

$$\nabla^{(2)}_X Y = \nabla^{(1)}_X Y + \frac{1}{2} X \wedge_2 Y, \quad \text{whenever } (X \in \Gamma(\theta) \text{ and } Y \in \Gamma(\theta) \wedge_1 \Gamma(\theta)) \text{ or } (X \in \Gamma(\theta) \wedge_1 \Gamma(\theta) \text{ and } Y \in \Gamma(\theta));$$

$$\nabla^{(2)}_{X \wedge_2 Y} Z = \nabla^{(1)}_{X \wedge_1 Y} Z - \nabla^{(1)}_{X \wedge_2 Y} Z - \nabla^{(1)}_{X, Y} Z, \quad (\forall) X, Y, Z \in \Gamma(\theta^{(1)});$$

$$\nabla^{(2)}_{X \wedge_2 Z} (Y \wedge_2 Z) = \nabla^{(1)}_{X \wedge_2 Z} (Y \wedge_2 Z) + Y \wedge_2 \nabla^{(1)}_{X \wedge_2 Z} Y, \quad (\forall) X, Y, Z \in \Gamma(\theta^{(1)});$$

$$\nabla^{(2)}_{X \wedge_2 Y} (Z \wedge_2 T) = \nabla^{(1)}_{X \wedge_2 Y} (Z \wedge_2 T) + Z \wedge_2 \nabla^{(1)}_{X \wedge_2 Y} T, \quad (\forall) X, Y, Z, T \in \Gamma(\theta) \wedge_1 \Gamma(\theta).$$

The bracket $[\cdot, \cdot]_{\theta^{(2)}}$ is defined by:

$$[X, Y]_{\theta^{(2)}} = [X, Y]_{\theta} + X \wedge_1 Y = [X, Y]_{\theta^{(1)}}, \quad (\forall) X, Y \in \Gamma(\theta);$$

$$[X, Y]_{\theta^{(2)}} = [X, Y]_{\theta^{(1)}} + X \wedge_2 Y, \quad (\forall) X \in \Gamma(\theta) \text{ and } Y \in \Gamma(\theta) \wedge_1 \Gamma(\theta), \text{ or } X, Y \in \Gamma(\theta) \wedge_1 \Gamma(\theta);$$

$$[X \wedge_2 Y, Z]_{\theta^{(2)}} = \nabla^{(2)}_{X \wedge_2 Y} Z - \nabla^{(2)}_{Z \wedge_2 Y} X, \quad (\forall) X, Y, Z \in \Gamma(\theta^{(1)});$$

$$[X \wedge_2 Y, Z \wedge_2 T]_{\theta^{(2)}} = \nabla^{(2)}_{X \wedge_2 Y} (Z \wedge_2 T) - \nabla^{(2)}_{Z \wedge_2 T} (X \wedge_2 Y), \quad (\forall) X, Y, Z, T \in \Gamma(\theta) \wedge_1 \Gamma(\theta).$$

It is easy to see that the R-linear connection $\nabla^{(2)}$ on $\theta^{(2)}$ is torsion free.

The derived almost Lie structure of order $p \in \mathbb{N}$ (or the $p$-derived ALS), denoted as $(\theta^{(p)}, D^{(p)}, M)$, is obtained inductively for $p \geq 2$ as follows. Assuming $\theta^{(k)}$ constructed for $0 \leq k \leq p-1$ and $\theta^{(p-1)} = \theta^{(p-2)} \oplus \tilde{\theta}^{(p)}$, then $\theta^{(p)} = \theta^{(p-1)} \oplus (\theta^{(p-1)} \wedge \theta^{(p)})$. The anchor map $D^{(p)}$ on $\theta^{(p)}$ is defined by:

$$D^{(p)}(X) = D^{(p-1)}(X), \quad \text{whenever } X \in \Gamma(\theta^{(p-1)});$$

$$D^{(p)}(X \wedge_p Y) = [D^{(p-1)}(X), D^{(p-1)}(Y)] - D^{(p-1)}([X, Y]_{\theta^{(p-1)}}), \quad \text{whenever } X \in \Gamma(\theta^{(p-1)}) \text{ and } Y \in \Gamma(\tilde{\theta}^{(p)}).$$

The linear connection $\nabla^{(p)}$ on $\theta^{(p)}$ is defined by:

$$\nabla^{(p)}_X Y = \nabla^{(p-1)}_X Y + \frac{1}{2} X \wedge_{p-1} Y = \nabla^{(p-1)}_X Y, \quad \text{whenever } X, Y \in \Gamma(\theta^{(p-2)});$$

$$\nabla^{(p)}_X Y = \nabla^{(p-1)}_X Y + \frac{1}{2} X \wedge_p Y, \quad \text{whenever } (X \in \Gamma(\theta^{(p-2)}) \text{ and } Y \in \Gamma(\tilde{\theta}^{(p)}) \text{ or } (X \in \Gamma(\tilde{\theta}^{(p)}) \text{ and } Y \in \Gamma(\theta^{(p-2)})) \text{ or } (X, Y \in \Gamma(\tilde{\theta}^{(p)})).$$
\[ \nabla^{(p)}_{X \wedge_p Y} Z = \nabla^{(p)}_{X} \nabla^{(p-1)}_{Y} Z - \nabla^{(p-1)}_{Y} \nabla^{(p-1)}_{X} Z - \nabla^{(p-1)}_{[X,Y]_{\theta(p-1)}} Z, \] whenever \( X, Y, Z \in \Gamma(\theta(p-1)) \);
\[ \nabla^{(p)}_{X} (Y \wedge_p Z) = \nabla^{(p)}_{X} Y \wedge_p Z + Y \wedge_p \nabla^{(p-1)}_{X} Z, \] whenever \( X, Y, Z \in \Gamma(\theta(p-1)) \);
\[ \nabla^{(p)}_{X \wedge_p Y} (Z \wedge_p T)) = \nabla^{(p)}_{X \wedge_p Y} Z \wedge_p T + Z \wedge_p \nabla^{(p)}_{X \wedge_p Y} T, \] whenever \( X, Y, Z, T \in \Gamma(\bar{\theta}(p)) \).

The bracket on \( \theta(p) \) is defined by:
\[ [X, Y]_{\theta(p)} = [X, Y]_{\theta(p-2)} + X \wedge_{p-1} Y = [X, Y]_{\theta(p-1)}, \] whenever \( X, Y \in \Gamma(\theta(p-1)) \),
\[ [X, Y]_{\theta(p)} = [X, Y]_{\theta(p-1)} + X \wedge_p Y, \] whenever \((X \in \Gamma(\theta(p-2)) \text{ and } Y \in \Gamma(\bar{\theta}(p)))\), or \((X, Y \in \Gamma(\bar{\theta}(p)))\);
\[ [X \wedge_p Y, Z]_{\theta(p)} = \nabla^{(p)}_{X \wedge_p Y, Z} - \nabla^{(p)}_{X \wedge_p Y, Z} \wedge_p Y, \] whenever \( X, Y, Z \in \Gamma(\theta(p-1)) \);
\[ [X \wedge_p Y, Z \wedge_p T]_{\theta(p)} = \nabla^{(p)}_{X \wedge_p Y} (Z \wedge_p T) - \nabla^{(p)}_{X \wedge_p Y} (X \wedge_p Y), \] whenever \( X, Y, Z, T \in \Gamma(\bar{\theta}(p)) \).

It is easy to see that the linear R-connection \( \nabla^{(p)} \) is torsion free.

The vector bundles \( \theta(p) \) (which have finite dimensional fibers) define the vector bundle \( \theta(\infty) = \bigcup_{p \geq 0} \theta(p) \) (since \( \theta(p) \subset \theta(p+1) \) is a subbundle), which has infinite dimensional fibers.

The degree of \( X(\infty) \in \Gamma(\theta(\infty)) \), denoted as \( \deg X(\infty) \), is the smallest \( n \in \mathbb{N} \) such that \( X(\infty) \in \theta(n) \). The anchor of \( X(\infty) \) is \( D(\infty) (X(\infty)) = \sum_{i=0}^{n} D(i) (X_i) \), where \( n = \deg X(\infty) \). Notice that if \( n = \deg X(\infty) \) and \( m = \deg Y(\infty) \) then
\[ [X(\infty), Y(\infty)]_{\theta(\infty)} = \sum_{p \leq n, q \leq m} [X_p, Y_q]_{\theta(\infty)}. \]

**Definition 2.1.** A generalized algebroid is a vector bundle over \( M \) which satisfies the following conditions:

1. It is an inductive limit of vector bundles over \( M \) having finite dimensional fibers.
2. It allows an anchor and a bracket.
3. Its sections fulfill the conditions of an algebroid.

A generalized Lie algebroid is a generalized algebroid whose sections fulfill the conditions of a Lie algebroid.

A vector bundle which satisfies the condition 1. will be called an admissible vector bundle.

A morphism of admissible vector bundles is a vector bundle morphism which is induced inductively by morphisms of the underlying vector subbundles with finite dimensional fibers, which define it.

**Theorem 2.1.** The triple \((\theta(\infty), D(\infty), [\cdot, \cdot]_{\theta(\infty)})\) is a generalized algebroid.

**Proof.** We have to prove that \((\forall)X(\infty), Y(\infty), Z(\infty) \in \Gamma(\theta(\infty))\),
\[ D(\infty) ([X(\infty), Y(\infty)]_{\theta(\infty)}) = [D(\infty)(X(\infty)), D(\infty)(Y(\infty))]. \]

In order to do this it suffices to prove that the property holds for \( X_p \in \Gamma(\theta(p)) \), \( X_p \in \Gamma(\theta(p)) \), but it is a simple consequence of 1) from Proposition 2.1. ■
Notice that if \((\theta, D, [\cdot, \cdot]_\theta)\) is a (Lie) algebroid, then it is not isomorphic to \((\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})\).

Consider the morphism \(\Phi : \theta^{(\infty)} \to \theta\) of admissible vector bundles which associates the \(\theta\)-component with every element in \(\theta^{(\infty)}\). It is clear that for every \(X, Y \in \Gamma(\theta)\) we have \([X, Y]_{\theta} = \Phi([X, Y]_{\theta^{(\infty)}})\), i.e. the bracket on \(\theta\) is induced by the bracket on \(\theta^{(\infty)}\). However \(\Phi\) is not a morphism of anchored vector bundles.

3. Morphisms of vector bundles with differentials. Consider now an ALS \((\theta', D', [\cdot, \cdot]_{\theta'})\), an algebroid \((\theta, D, [\cdot, \cdot]_{\theta})\), where \(\theta'\) and \(\theta\) have the same base \(M\) and an anchored vector bundle morphism \(f : \theta' \to \theta\) (i.e. \(D' = D \circ f\), where \(D'\) and \(D\) are the anchors on \(\theta'\) and \(\theta\) respectively). Denote \(f = f_0\) and define \(f_1 : \theta^{(1)} \to \theta\), \(f_{1\mid\theta'} = f_0\) and \(f_1(X \land Y) = [f_0(X), f_0(Y)]_{\theta} - f_0([X, Y]_{\theta'})\), \((\forall)X, Y \in \Gamma(\theta')\). Thus \(D^{(1)} \circ f_1(X \land Y) = D^{(1)}([f_0(X), f_0(Y)]_{\theta}) - D^{(1)} \circ f_0([X, Y]_{\theta'}) = [D^{(1)} \circ f_0(X), D^{(1)} \circ f_0(Y)] - D^{(1)} \circ f_0([X, Y]_{\theta'}) = D^{(1)}([X, Y]_{\theta'}) = D^{(1)}(X \land Y)\). It follows that \(f_1\) is an anchored vector bundle morphism.

Inductively, assume that \(f_k\) is constructed, then let \(f_{k+1} : \theta^{(k+1)} \to \theta\), \(f_{k+1\mid\theta^{(k)}} = f_k\) and \(f_{k+1}(X \land_k Y) = [f_k(X), f_k(Y)]_{\theta} - f_k([X, Y]_{\theta^{(k)}})\), \((\forall)X, Y \in \Gamma(\theta^{(k)})\). As in the case \(k = 0\), it can be shown that \(f_{k+1}\) is an anchored vector bundle morphism. The maps \((f_k)_{k \in \mathbb{N}}\) define a map \(f_{(\infty)} : \theta^{(\infty)} \to \theta\).

A morphism of generalized (Lie) algebroids over the same base is a morphism of admissible vector bundles \(f : \theta' \to \theta\) such that \(D' = D \circ f\), where \(D'\) and \(D\) are the anchors on \(\theta'\) and \(\theta\) respectively, and \([f(X), f(Y)]_{\theta} = f([X, Y]_{\theta'})\), \((\forall)X, Y \in \Gamma(\theta')\).

**Proposition 3.1.** If \((\theta', D', [\cdot, \cdot]_{\theta'})\) is an ALS, \((\theta, D, [\cdot, \cdot]_{\theta})\) is a generalized algebroid and \(f : \theta' \to \theta\) is an anchored vector bundle morphism, then the map \(f_{(\infty)} : \theta^{(\infty)} \to \theta\) is a generalized algebroid morphism.

**Proof.** First, let \(X, Y \in \Gamma(\theta')\). Then \([f_{(\infty)}(X), f_{(\infty)}(Y)]_{\theta^{(\infty)}} = [f_0(X), f_0(Y)]_{\theta} = D^{(1)}([f_0(X), f_0(Y)]_{\theta}) - D^{(1)} \circ f_0([X, Y]_{\theta'}) = f_1(X \land Y)\). In the same way, for \(p \geq 0\), we have \([f_{(\infty)}(X_p), f_{(\infty)}(Y_p)]_{\theta^{(\infty)}} = f_{(\infty)}([X_p, Y_p]_{\theta^{(p)}})\), \((\forall)X_p, Y_p \in \Gamma(\theta^{(p)})\). The additivity of \(f_{(\infty)}\) leads to the same relation for every \(X, Y \in \Gamma(\theta^{(\infty)})\).

**Proposition 3.2.** Let \(f : \theta' \to \theta\) be an anchored vector bundle morphism of two ALS’s over the same base. Then a generalized algebroid morphism \(f_{(\infty)} : \theta^{(\infty)} \to \theta^{(\infty)}\) is induced.

**Proof.** First \(f\) can be extended to \(f' : \theta' \to \theta^{(\infty)}, f' = i \circ f\), where \(i : \theta \to \theta^{(\infty)}\) is the inclusion morphism. Then using Proposition 3.1 one takes \(f_{(\infty)} = f'_{(\infty)}\).

Notice that Proposition 3.1 is not a particular case of the above Proposition because the brackets on \(\theta\) and \(\theta^{(\infty)}\) are not the same.

**Proposition 3.3.** If \(i : \theta \to \theta\) is the identity morphism of an ALS \((\theta, D, [\cdot, \cdot]_{\theta})\), then \(i_{(\infty)} : \theta^{(\infty)} \to \theta^{(\infty)}\) is the identity map.

**Proof.** It suffices to show that if \(X_p, Y_p \in \Gamma(\theta^{(p)})\), where \(p = \max(\deg X_p, \deg Y_p)\) then \(i_{(\infty)}(X_p \land_{p+1} Y_p) = X_p \land_{p+1} Y_p\). Indeed, using induction and taking into account the
definitions of $i_{(\infty)}$ and of the bracket on $\theta^{(p+1)}$ we have $i_{(\infty)}(X_p \wedge_{p+1} Y_p) = i_{p+1}(X_p \wedge_{p+1} Y_p) = [X_p, Y_p]_{(p+1)} - [X_p, Y_p]_{(p)} = X_p \wedge_{p+1} Y_p$. □

**Proposition 3.4.** If $(\theta'', D'', [\cdot, \cdot]_{\theta''}) \xrightarrow{f} (\theta', D', [\cdot, \cdot]_{\theta'}) \xrightarrow{f} (\theta, D, [\cdot, \cdot]_{\theta})$ are morphisms of ALS’s over the same manifold, then $(f' \circ f)_{(\infty)} = f'_{(\infty)} \circ f_{(\infty)}$.

**Proof.** The proof is essentially the same as that of Theorem 3.2.

**Proposition 3.5.** Let $[\cdot, \cdot]_1$ and $[\cdot, \cdot]_2$ be two brackets that correspond to the same anchor on the anchored vector bundle $(\theta, D)$. Then the generalized algebroids $\theta_1^{(\infty)}$ and $\theta_2^{(\infty)}$ which correspond to the ALS’s are isomorphic.

**Proof.** The identity $i$ of $\theta$ is an anchored vector bundle morphism in four different ways. It extends to $i_{11(\infty)} = id_{\theta_1^{(\infty)}} : \theta_1^{(\infty)} \to \theta_1^{(\infty)}$, $i_{22(\infty)} = id_{\theta_2^{(\infty)}} : \theta_2^{(\infty)} \to \theta_2^{(\infty)}$, $i_{12(\infty)} : \theta_1^{(\infty)} \to \theta_2^{(\infty)}$ and $i_{21(\infty)} : \theta_2^{(\infty)} \to \theta_1^{(\infty)}$. Using the above results it follows that $i_{12(\infty)}$ and $i_{21(\infty)}$ are inverse to each other, where the indices are according to the brackets.

A similar argument can be used in order to prove the following result.

**Proposition 3.6.** If $\nabla$ and $\nabla'$ are two linear $R$-connections on an AVB $(\theta, D)$, then the generalized algebroids which correspond to them are isomorphic.

We can summarize all these in the following result:

**Theorem 3.1.** If $(\theta, D)$ is an anchored vector bundle, then $\theta^{(\infty)}$ belongs to an isomorphism class of generalized algebroids, which does not depend on the linear connections or the brackets.

The correspondences $(\theta, D) \to (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})$ and $f \to f_{(\infty)}$ define a covariant functor from the category of anchored vector bundles to the category of generalized algebroids over the same base. It induces also a functor from the category of almost Lie structures to the category of generalized algebroids over the same base.

Notice that if $(\theta, D, [\cdot, \cdot]_{\theta})$ is an algebroid, then it is a quotient algebroid of $(\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})$. The projection morphism is $i_{(\infty)} : \theta^{(\infty)} \to \theta$, where $i$ is the identity map of $\theta$. Notice also that the inclusion $j : \theta \to \theta^{(\infty)}$ is a right splitting of $i_{(\infty)}$, i.e. $i_{(\infty)} \circ j = i$, but it is never an algebroid morphism since $[j(X), j(Y)]_{\theta^{(\infty)}} = [X, Y]_{\theta} + X \wedge_{(\infty)} Y$ and $j([X, Y]_{\theta}) = [X, Y]_{\theta}$, $(\forall)X, Y \in \Gamma(\theta)$.

Now we extend the functor to both categories of anchored vector bundles (covariant and contravariant ones).

There are two categories which have as objects the vector bundles, but different morphisms. One of these categories of vector bundles is the usual one, when the morphisms are the usual morphisms of vector bundles $\xi' \xrightarrow{(g, f)} \xi$; if the vector bundles are $\xi' = (E', \pi', M')$ and $\xi = (E, \pi, M)$, $g : M' \to M$ and $f : E' \to E$ are such that $g \circ \pi' = \pi \circ f$ and $f$ restricted to fibres, $f_{|\pi^{-1}(x')} : \pi'^{-1}(x') \to \pi^{-1}(g(x'))$, is linear. The other category of vector bundles has as morphisms the comorphisms of vector bundles $\xi' \xrightarrow{(g, f)} \xi$, $g : M' \to M$ and $f : E \to E'$ are such that $g \circ \pi' \circ f = \pi$ and $f$ restricted to fibres, $f_{|\pi^{-1}(g(x'))} : \pi^{-1}(g(x')) \to \pi'^{-1}(x')$ is linear.
Notice that for the vector bundles over the same base, where \(g\) is the identity of the base, the two categories of vector bundles have the same morphisms.

One can also use the module morphisms of sections (see [4] for more details). If \(\xi = (E, \pi, M)\) is a vector bundle, then \((\mathcal{F}(M), \Gamma(\xi))\) is a module. A morphism of vector bundles \(\xi' \xrightarrow{(g,f)} \xi\) defines and it is defined by a comorphism of modules \((\mathcal{F}(M'), \Gamma(\xi')) \xrightarrow{(g^*,f^*)} (\mathcal{F}(M), \Gamma(\xi))\), i.e. \(g^* : \mathcal{F}(M) \to \mathcal{F}(M')\), \(g^*(u) = u \circ g\) and \(f^* : \Gamma(\xi') \to \mathcal{F}(M') \otimes_{\mathcal{F}(M)} \Gamma(\xi)\), which is a morphism of \(\mathcal{F}(M')\)-modules. Notice that there is an isomorphism of modules \(\mathcal{F}(M') \otimes_{\mathcal{F}(M)} \Gamma(\xi) \cong \Gamma(f^* \xi)\). A comorphism of vector bundles \(\xi' \xrightarrow{(g,f)} \xi\) defines and it is defined by a cov-morphism of modules \((\mathcal{F}(M'), \Gamma(\xi')) \xrightarrow{(g^*,f^*)} (\mathcal{F}(M), \Gamma(\xi))\), i.e. \(g^* : \mathcal{F}(M) \to \mathcal{F}(M')\), \(g^*(u) = u \circ f_0\) and \(f^* : \Gamma(\xi) \to \Gamma(\xi')\), which is a morphism of \(\mathcal{F}(M)\)-modules.

All these can be adapted for morphisms of allowed vector bundles.

Let \((\theta', D')\) and \((\theta, D)\) be two anchored vector bundles over the bases \(M'\) and \(M\) respectively. A comorphism of anchored vector bundles

\[
(\theta', D') \xrightarrow{(g,f)} (\theta, D)
\]

is a comorphism of vector bundles \(\theta' \to \theta\) (or a cov-morphism of modules \((\mathcal{F}(M'), \Gamma(\theta')) \xrightarrow{(g^*,f^*)} (\mathcal{F}(M), \Gamma(\theta))\)) such that if \(X \in \Gamma(\theta)\) and \(u \in \mathcal{F}(M)\) then we have \(D(X)(u) = D'(f^*(X))(g^*(u))\), or \(g^*((X, u)_{\theta'}) = ([f^*(X), g^*(u)]_{\theta})\). A morphism of anchored vector bundles

\[
(\theta', D') \xrightarrow{(g,f)} (\theta, D)
\]

is a morphism of vector bundles \(\theta' \xrightarrow{(g,f)} \theta\) (or a conv-morphism of modules \((\mathcal{F}(M'), \Gamma(\theta')) \xrightarrow{(g^*,f^*)} (\mathcal{F}(M), \Gamma(\theta))\)) such that if \(u \in \mathcal{F}(M)\) and \(X' \in \Gamma(\theta')\) allows the decomposition

\[
f_*(X') = \sum_i a'_i \otimes_{\mathcal{F}(M)} X_i \in \mathcal{F}(M') \otimes_{\mathcal{F}(M)} \Gamma(\theta),
\]

then \([X', g^*(u)]_{\theta'} = \sum_i a'_i \cdot g^*([X_i, u]_{\theta})\).

If \((\theta', D', [\cdot, \cdot]_{\theta'})\) and \((\theta, D, [\cdot, \cdot]_{\theta})\) are ALS’s, then a comorphism of almost Lie structures is a comorphism of the anchored vector bundles, such that \((\forall)X, Y \in \Gamma(\theta)\):

\[
[f^*(X), f^*(Y)]_{\theta'} = f^*( [X, Y]_{\theta} ).
\]

A morphism of almost Lie structures is a morphism of anchored vector bundles, such that \((\forall)X', Y' \in \Gamma(\theta')\) which allow the decompositions (8) and

\[
f_*(Y') = \sum_{\alpha} a'_{\alpha} \otimes_{\mathcal{F}(M)} Y_{\alpha} \in \mathcal{F}(M') \otimes_{\mathcal{F}(M)} \Gamma(\theta),
\]

respectively, then:

\[
f_*([X', Y']_{\theta'}) = \sum_{\alpha} [X', b'_{\alpha}']_{\theta'} \otimes_{\mathcal{F}(M)} Y_{\alpha} - \sum_i [Y', a'_{\alpha}']_{\theta'} \otimes_{\mathcal{F}(M)} X_i
\]
\[
+ \sum_{i, \alpha} a'_i b'_{\alpha} \otimes_{\mathcal{F}(M)} [X_i, Y_{\alpha}].
\]
Morphisms of algebroids and (Lie) algebroids are the very morphisms of almost Lie structures, forgetting the restrictive conditions for brackets. In the sequel we consider comorphisms and morphisms of vector bundles with differentials (i.e., anchored vector bundles, almost Lie structures, algebroids or Lie algebroids), simply called (co)morphisms.

Using the tensor representations, one can define in an analogous way morphisms of allowed vector bundles with differentials. However, in the sequel we need only morphisms of generalized algebroids and generalized Lie algebroids.

Consider an ALS \((\theta', D', [\cdot, \cdot]_{\theta'})\), an algebroid \((\theta, D, [\cdot, \cdot]_{\theta})\) and \((g, f)\) a (co)morphism of ALS.

First we consider the case when \((g, f)\) is a comorphism.

**Proposition 3.7.** If \((g, f)\) is a comorphism of anchored vector bundles, where \((\theta', D', [\cdot, \cdot]_{\theta'})\) is an ALS and \((\theta, D, [\cdot, \cdot]_{\theta})\) is a generalized algebroid, then there is a generalized algebroid comorphism \((\theta'^{(\infty)}, D'^{(\infty)}, [\cdot, \cdot]_{\theta'^{(\infty)}}) \rightarrow (\theta, D, [\cdot, \cdot]_{\theta})\).

*Proof.* A map \(f_{(\infty)} : \theta'^{(\infty)} \rightarrow \theta\) can be constructed using the same ideas as in the case \(M' = M\) and \(g = id_M\) (see Proposition 3.1). Using the same arguments as in the proof of Proposition 3.1, a comorphism \((\theta'^{(\infty)}, D'^{(\infty)}, [\cdot, \cdot]_{\theta'^{(\infty)}}) \rightarrow (\theta, D, [\cdot, \cdot]_{\theta})\) can be constructed. 

**Proposition 3.8.** If \((g, f)\) is a comorphism of anchored vector bundles, where \((\theta', D', [\cdot, \cdot]_{\theta'})\) and \((\theta, D, [\cdot, \cdot]_{\theta})\) are ALS’s, then there is a generalized algebroid comorphism \((\theta'^{(\infty)}, D'^{(\infty)}, [\cdot, \cdot]_{\theta'^{(\infty)}}) \rightarrow (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})\).

*Proof.* We have \(\theta \subset \theta^{(\infty)}\), as an anchored vector subbundle; denote as \(i : \theta \rightarrow \theta^{(\infty)}\) the inclusion, consider the anchored module morphism \((\theta', D', [\cdot, \cdot]_{\theta'}) \rightarrow (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})\), then take \(f_{(\infty)} = (f \circ i)_{(\infty)}\) using Proposition 3.7.

We deal now with morphisms. Let \((\theta', D', [\cdot, \cdot]_{\theta'}) \rightarrow (\theta, D, [\cdot, \cdot]_{\theta})\) be a morphism of the ALS \((\theta', D', [\cdot, \cdot]_{\theta'})\) and an algebroid \((\theta, D, [\cdot, \cdot]_{\theta})\). Denote \(f = f_0\) and define \(f_1 : \theta^{(1)} \rightarrow \mathcal{F}(M') \otimes \mathcal{F}(M) \Gamma(\theta),\) \(f_{1|\theta'} = f_0\) and for \(X', Y' \in \Gamma(\theta)\) which allow the \(f_s\)-decompositions given by (8) and (9), then let \(f_1(X' \wedge Y') = \sum_i a^i [b^i_{\alpha} \otimes [X_i, Y_{\alpha}]]_{\theta} + \sum_{\alpha} [X', b^i_{\alpha}]_{\theta'} \otimes X_i - f_0([X', Y']_{\theta'}).\) For every \(a \in \mathcal{F}(M)\) we have:

\[
[X' \wedge Y', g^*(a)]_{\theta^{(1)}} = [D^{(0)}(X'), D^{(0)}(Y')][g^*(a)]_{\theta'} - [X', Y'_{\theta'}]_{\theta'} g^*(a)_{\theta'} = \sum_i a^i [b^i_{\alpha} g^*([X_i, Y_{\alpha}]) - [Y_{\alpha}, X_i]_{\theta}]_{\theta'} g^*(a)_{\theta'} + \sum_{\alpha} [X', b^i_{\alpha}]_{\theta'} g^*([Y_{\alpha}, a]) - \sum_{\alpha} [Y', a^i_{\alpha}]_{\theta'} g^*([X_i, a]) - [X', Y'_{\theta'}]_{\theta'} g^*(a)_{\theta'} = \sum_i a^i [b^i_{\alpha}]_{\theta'} g^*([X_i, Y_{\alpha}, a]) - \sum_i [X', b^i_{\alpha}]_{\theta'} g^*([Y_{\alpha}, a]) - \sum_{\alpha} [Y', a^i_{\alpha}]_{\theta'} g^*([X_i, a]) - [X', Y'_{\theta'}]_{\theta'} g^*(a)_{\theta'},
\]

\((\forall) X', Y' \in \Gamma(\theta')\), thus \((\theta^{(1)}, D^{(1)}) \rightarrow (\theta, D)\) is an anchored vector bundle morphism.
Inductively, assume that $f_k$ is constructed, then let $f_{k+1} : \theta^{(k+1)} \to \theta$, $f_{k+1, g(\theta^{(k)})} = f_k$ and $f_{k+1}(X' \wedge Y') = \sum_i a_i' b'_\alpha \otimes [X_i, Y_\alpha]_\theta + \sum_\alpha [X', b'_\alpha]_\theta \otimes Y_\alpha - \sum_i [Y', a_i']_\theta \otimes X_i - f_k([X', Y']_\theta)$, $(\forall) X', Y' \in \Gamma(\theta^{(k)})$, where $X'$ and $Y'$ have $(f := f_k)$-decompositions (8) and (9). In the same way as in the case $k = 1$ it follows that $f_k$ is an anchored vector bundle morphism. The maps $(f_k)_{k \in \mathbb{N}}$ define a map $f_{(\infty)} : \theta^{(\infty)} \to g^* \theta$.

**Proposition 3.9.** If $(\theta, D, [\cdot, \cdot]_\theta)$ is a (generalized) algebroid and $(\theta', D') (g, f) \to (\theta, D)$ is a morphism of anchored vector bundles, then $(\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}}) (g, f_{(\infty)}) \to (\theta, D, [\cdot, \cdot]_\theta)$ is a generalized algebroid morphism.

**Proof.** First, let $X', Y' \in \Gamma(\theta')$ which have $f_\theta$-decompositions (8) and (9) respectively. Then $f^{(\infty)}([X', Y']_{\theta^{(\infty)}}) = f_1([X', Y']_{\theta^{(1)}}) = f_1([X', Y']_{\theta'}) + X' \wedge_1 Y' = \sum_i a_i' b'_\alpha \otimes [X_i, Y_\alpha]_\theta + \sum_\alpha [X', b'_\alpha]_\theta \otimes Y_\alpha - \sum_i [Y', a_i']_\theta \otimes X_i$. In the same way, if $k \in \mathbb{N}$, $p \in \mathbb{N}^*$ and $X', Y' \in \theta^{(k)}$, where $k = \max(\deg X', \deg Y')$ have $(f := f_k)$-decompositions (8) and (9) respectively, then

$$f^{(\infty)}([X', Y']_{\theta^{(\infty)}}) = f_{k+1}([X', Y']_{\theta^{(k)}}) + X' \wedge_k Y'$$

$$= f_k([X', Y']_{\theta^{(k)}}) + f_{k+1}(X' \wedge_k Y')$$

$$= \sum_i a_i' b'_\alpha \otimes [X_i, Y_\alpha]_\theta + \sum_\alpha [X', b'_\alpha]_{\theta^{(k)}} \otimes Y_\alpha - \sum_i [Y', a_i']_{\theta^{(k)}} \otimes X.$$

The additivity of $f^{(\infty)}$ leads to the same relation for every $X', Y' \in \Gamma(\theta^{(\infty)})$ which have $(f := f_{(\infty)})$-decompositions (8) and (9) respectively. ■

Notice that the above result extends Proposition 3.2.

**Proposition 3.10.** If $(\theta', D', [\cdot, \cdot]_{\theta'}) (g, f) \to (\theta, D, [\cdot, \cdot]_\theta)$ is an anchored vector bundle morphism, then a generalized algebroid morphism

$$(\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}}) (g, f_{(\infty)}) \to (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})$$

is induced. If $(\theta', D', [\cdot, \cdot]_{\theta'}) \to (\theta, D, [\cdot, \cdot]_\theta)$ is an anchored vector bundle comorphism, then a generalized algebroid comorphism

$$(\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}}) \to (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})$$

is induced.

**Proof.** For morphisms one uses Proposition 3.9 and for comorphisms one use Proposition 3.7. In both cases one considers the inclusion $i : \theta \to \theta^{(\infty)}$ which is a morphism of anchored vector bundles. ■

**Theorem 3.2.** The associations $(\theta, D) \to (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})$ and $(g, f) \to (g, f_{(\infty)})$ define two functors from the two categories of anchored vector bundle in the corresponding categories of generalized algebroids.

**Proof.** In the case of comorphisms the proof is similar to the case of the vector bundles over the same base, essentially as the proof below. In the case of morphisms we have to
show that if \((\theta'', D'') \xrightarrow{(g, f')} (\theta', D') \xrightarrow{(g, f)} (\theta, D)\) are anchored vector bundle morphisms, then \((g, f_{(\infty)}) \circ (g', f'_{(\infty)}) = (g \circ g', (f \circ f')_{(\infty)})\). We use the tensor representations of sections.

Consider \(X'', Y'' \in \Gamma(\theta'')\) which allow the \(f' = f'_{(\infty)}\)-decompositions \(f'(X'') = f'_{(\infty)}(X'') = \sum_i a_i'' \otimes X_i'\) and \(f'(Y'') = f'_{(\infty)}(Y'') = \sum_\alpha b_\alpha'' \otimes Y\alpha'\) respectively. Then \(f'_{(\infty)}(X'' \wedge_1 Y'') = f'_{(\infty)}(X'' \wedge_1 Y'') = \sum_{i, \alpha} a_i'' b_\alpha'' [X_i', Y\alpha']_{\theta''} + \sum_\alpha a_i'' [X_i'', b_\alpha'']_{\theta''} \otimes Y\alpha' - \sum_i [Y'', a_i'']_{\theta''} \otimes X_i' - f_0'([X'', Y'']_{\theta''_{(\infty)})}. Since \((g, f_{(\infty)})\) is a generalized algebroid morphism, it follows that if \(X_i'\) and \(Y\alpha'\) have the \(f = f_{(\infty)}\)-decompositions \(f(X_i') = f_{(\infty)}(X_i') = \sum_\alpha c_iu \otimes Z_{iu}\) and \(f(Y\alpha') = f_{(\infty)}(Y\alpha') = \sum_v d_{\alpha u} \otimes T\alpha v\) respectively, then \(f_{(\infty)}([X_i', Y\alpha']_{\theta''_{(\infty)})} = \sum_\alpha [X_i', d_{\alpha u}] \otimes T\alpha v - \sum_v [Y\alpha', c_iu] \otimes Z_{iu}.\) It follows that

\[
f_{(\infty)} \circ f'_{(\infty)}(X'' \wedge_1 Y'') = \sum_{i, \alpha, u, v} a_i'' b_\alpha'' \varphi'(c_{iu}) \varphi'(d_{\alpha u}) \otimes [Z_{iu}, T\alpha v]_{\theta''_{(\infty)}}
+ \sum_{i, \alpha, v} a_i'' b_\alpha'' \varphi'([X_i', d_{\alpha u}]_{\theta''}) \otimes T\alpha v
- \sum_{i, \alpha, u} a_i'' b_\alpha'' \varphi'([Y\alpha', c_iu]_{\theta''}) \otimes Z_{iu}
+ \sum_{i, \alpha, v} [X'', b_\alpha'']_{\theta''} \varphi'(d_{\alpha u}) \otimes T\alpha v
- \sum_i [Y'', a_i'']_{\theta''} \varphi'(c_{iu}) \otimes Z_{iu} - f_0'([X'', Y'']_{\theta''})
\]

\[
= \sum_{i, \alpha, u, v} a_i'' \varphi'(c_{iu}) b_\alpha'' \varphi'(d_{\alpha u}) \otimes [Z_{iu}, T\alpha v]_{\theta''_{(\infty)}}
+ \sum_{\alpha, v} [X'', b_\alpha''] \varphi'(d_{\alpha u}) \otimes T\alpha v
- \sum_i [Y'', a_i''] \varphi'(c_{iu}) \otimes Z_{iu} - f_0'([X'', Y'']_{\theta''})
\]

\[
= (f \circ f'_{(\infty)})(X'' \wedge_1 Y'').
\]

An analogous calculation can be performed in higher degrees.

Summarizing, we have the following result, which extends Theorem 3.1:

**Theorem 3.3.** If \((\theta, D)\) is an anchored vector bundle, then \(\theta^{(\infty)}\) belongs to an isomorphism class of generalized algebroids, which does not depend on the linear connections or the brackets.

The correspondences \((\theta, D) \to (\theta^{(\infty)}, D^{(\infty)}, [\cdot, \cdot]_{\theta^{(\infty)}})\) and \((g, f) \to (g, f_{(\infty)})\) define two covariant functors from the two categories of anchored vector bundles in the corresponding two categories of generalized algebroids. They induce also functors from the two categories of almost Lie structures in the corresponding categories of generalized algebroids.

A particular case is when the anchor on \(\theta\) is null. In this case one has an algebroid structure given by a skew-symmetric map \(b : \theta \wedge \theta \to \theta\). The generalized algebroid \(\theta^{(\infty)}\) does not depend on \(b.\) In particular the map \(b\) can be chosen null.
4. The derived Lie algebroid of an anchored vector bundle. A special case for an anchored vector bundle is when the vector bundle is parallelisable, for example, when the vector bundle is restricted to a domain of a vectorial chart. In this case, the bracket and the adapted linear R-connection can be taken null when restricted to the local base. According to Theorems 3.1 and 3.3, the derived algebroid constructed using this particular bracket is isomorphic to any other derived algebroid using another bracket or another linear R-connection. Consider the $\mathcal{F}(M)$-submodule $\mathcal{M}_\mathcal{J} \subset \Gamma(\theta^{(\infty)})$ generated by the Jacobian $\mathcal{J}(\theta) = \{\mathcal{J}(X,Y,Z)|X,Y,Z \in \Gamma(\theta^{(\infty)})\}$ and successive brackets of elements from $\Gamma(\theta^{(\infty)})$, but starting from $\mathcal{J}(\theta)$. Taking into account the construction of the derived algebroid, this module does not depend on the anchor; there is also a generalized subalgebroid $(\theta_L, D_0) \subset (\theta^{(\infty)}, \theta^{(\infty)})$, which has a null anchor ($D_0$ is $\theta^{(\infty)}$ restricted to $\theta_L$), such that $\Gamma(\theta_L)$ is just $\mathcal{M}_\mathcal{J}$. We can consider the quotient generalized vector bundle $\theta^{(\infty)} = \theta^{(\infty)}/\theta_L$; since the anchor $D_0$ is null and the bracket $[,]_\theta^{(\infty)}$ has the property that $[X,Y]_\theta \in \mathcal{M}_L = \Gamma(\theta_L)$ whenever $X \in \Gamma(\theta_L)$ and $Y \in \Gamma(\theta^{(\infty)})$, it follows that $D^{(\infty)}$ induces an anchor $D^{\infty}$ and the bracket $[,]_\theta^{(\infty)}$ induces a bracket $[,]_\theta^{\infty}$ on $\theta^{(\infty)}$, which becomes a Lie algebroid. This local construction can be extended for any anchored vector bundle $(\theta, D)$. We call $(\theta^{(\infty)}, D^{\infty}(\theta), [\cdot,\cdot]_{\theta^{\infty}})$ the derived Lie algebroid of $(\theta, D)$.

The following result is an analogue of Theorem 3.3:

**Theorem 4.1.** If $(\theta, D)$ is an anchored vector bundle, then $\theta^{(\infty)}$ belongs to an isomorphism class of generalized Lie algebroids, which does not depend on the linear connections or the brackets.

The correspondences $(\theta, D) \rightarrow (\theta^{(\infty)}, D^{\infty}, [\cdot,\cdot]_{\theta^{\infty}})$ and $(g, f) \rightarrow (g, f_\infty)$ define two covariant functors from the two categories of anchored vector bundles in the corresponding two categories of generalized Lie algebroids. The correspondences above induce also functors from the two categories of almost Lie structures in the corresponding categories of generalized Lie algebroids.

If $(\theta', D')$ is an anchored vector subbundle of $(\theta, D)$, then it is natural to know if there is a similar relation between the derived (Lie) algebroids.

**Theorem 4.2.** If $(\theta', D')$ is an anchored vector subbundle of $(\theta, D)$, then $(\theta^{(\infty)}, D^{(\infty)}, [\cdot,\cdot]_{\theta^{(\infty)}})$ is a subalgebroid of $(\theta^{(\infty)}, D^{(\infty)}(\theta), [\cdot,\cdot]_{\theta^{(\infty)}})$ and $(\theta^{(\infty)}, D^{\infty}, [\cdot,\cdot]_{\theta^{(\infty)}})$ is a Lie subalgebroid of $(\theta^{(\infty)}, D^{\infty}(\theta), [\cdot,\cdot]_{\theta^{(\infty)}})$.

**Proof.** Let $\theta'' \subset \theta$ be a vector subbundle such that $\theta$ can be reduced as $\theta' \oplus \theta''$, $\Pi', \Pi'': \theta \rightarrow \theta$ be the natural projectors on $\theta'$ and $\theta''$ respectively and $\nabla$ be a linear R-connection on $\theta$. If $X \in \Gamma(\theta)$, denote as $X = X' + X''$ the decomposition according to the reduction $\theta = \theta' \oplus \theta''$ (i.e. $X' = \Pi'(X)$ and $X'' = \Pi''(X)$). The linear R-connections $\nabla$ and $\nabla'$ on $\theta$ and $\theta'$ respectively, defined by:

$$\nabla_{X' + X''} (Y' + Y'') = \Pi'(\nabla_{X'} Y') + \nabla_{X'} Y'' + \nabla_{X''} Y' + \nabla_{X''} Y'',$$

$$\nabla'_{X'} Y' = \Pi'(\nabla_{X'} Y'),$$

fulfill the condition

$$\nabla_{X'} Y' = \nabla'_{X'} Y', (\forall) X', Y' \in \Gamma(\theta').$$
Consider now the brackets $[\cdot, \cdot]_\theta$ and $[\cdot, \cdot]_{\theta'}$ such that the linear R-connections $\nabla$ and $\nabla'$ respectively are torsion free. Taking account of the constructions of the derived generalized (Lie) algebroids the conclusion follows.

Using Propositions 3.9 and 3.7, the following universal properties of the derived Lie algebroid can be proved.

**Theorem 4.3.** If $(\theta, D, [\cdot, \cdot]_\theta)$ is a (generalized Lie) algebroid and $(\theta', D', [\cdot, \cdot]_{\theta'})$ is a morphism of anchored vector bundles, then $(\theta'^\infty, D'^\infty, [\cdot, \cdot]_{\theta'^{\infty}})$ is the unique generalized Lie algebroid morphism such that $(g, f) = (g, f_\infty) \circ (id_M, i)$, where $(\theta', D', [\cdot, \cdot]_{\theta'}) (id_M, i) (\theta'^\infty, D'^\infty, [\cdot, \cdot]_{\theta'^{\infty}})$ is the canonical inclusion morphism of anchored vector bundles.

5. Anchored vector bundles and foliations. It is well-known that the distribution defined by an algebroid integrates to a Stefan-Sussmann foliation (see for example [1] or [15]). The following example shows that the distribution defined by a generalized Lie algebroid fails to integrate to a Stefan-Sussmann foliation. Consider the smooth function

$$\varphi(t) = \begin{cases} e^{-1/t^2} & \text{if } t > 0, \\ 0 & \text{if } t \leq 0, \end{cases}$$

and define an anchor $D : \theta = \tau \mathbb{R}^2 \to \tau \mathbb{R}^2$ by

$$D \left( u(x, y) \frac{\partial}{\partial x} + v(x, y) \frac{\partial}{\partial y} \right) = u(x, y) \frac{\partial}{\partial x} + \varphi(x) \cdot v(x, y) \frac{\partial}{\partial y}. \quad (10)$$

The distribution defined by this anchor is the horizontal line for $x \leq 0$ and the whole $\mathbb{R}^2$ for $x > 0$. It is obvious that it is not integrable in the sense of Stefan-Sussmann. It is easily to check that the $\mathcal{F}(\mathbb{R}^2)$-submodule $M^p = D^{(p)}(\Gamma(\theta^{(p)})) \subset \mathcal{X}(\mathbb{R}^2)$ is generated by the vector fields

$$\left\{ \frac{\partial}{\partial x}, \varphi(x) \frac{\partial}{\partial y}, \varphi'(x) \frac{\partial}{\partial y}, \varphi''(x) \frac{\partial}{\partial y}, \ldots, \varphi^{(p)}(x) \frac{\partial}{\partial y} \right\}$$

which are $\mathcal{F}(\mathbb{R}^2)$-linearly independent in $M^p$. We have

$$M^0 \subsetneq M^1 \subsetneq \cdots \subsetneq M^P \subsetneq \cdots \subsetneq M^\infty = D^{(\infty)}(\Gamma(\theta^{(\infty)})), \quad (11)$$

but they are equal as distributions. Obviously the resulting distribution is not integrable and $D^{(\infty)}(\Gamma(\theta^{(\infty)}))$ is not finitely generated.

Another example can be considered for the function

$$\varphi(t) = \begin{cases} e^{-1/t^2} & \text{if } t \neq 0; \\ 0 & \text{if } t = 0. \end{cases}$$

The anchor $D : \theta = \tau \mathbb{R}^2 \to \tau \mathbb{R}^2$ can be also considered using formula (10). Then the distribution defined by this anchor is integrable, but the module of vector fields $D(\Gamma(\theta))$ is not involutive; the involutive module it generates is $D^{(\infty)}(\Gamma(\theta^{(\infty)}))$, which is not finitely generated.

These two examples show that the construction of $\theta^{(\infty)}$ is motivated at least by the reason to include the two kinds of distributions in those studied by (Lie) algebroids.
The sequence (11) can be considered also for every anchored vector bundle \((\theta, D)\). We say that this sequence is stationary if there is \(n \in \mathbb{N}\) such that \(M^n = M^{n+1} = \ldots = M^\infty\).

**Theorem 5.1.** If for an anchored vector bundle \((\theta, D)\) the sequence (11) is stationary, then the distribution defined by \(D(\infty)(\Gamma(\theta(\infty))) = D^\infty(\Gamma(\theta(\infty)))\) is integrable in the sense of Stefan-Sussmann.

**Proof.** The hypothesis implies that there is \(n \in \mathbb{N}\) such that \(D(\infty)(\Gamma(\theta(n))) = D^n(\Gamma(\theta(n)))\), thus \(D(\infty)(\Gamma(\theta(\infty)))\) is finitely generated. The proof of the integrability uses similar ideas as for Lie algebroids in [1] or as for generalized algebroids in [15]. \(\Box\)

6. Lifts of linear connections and differential forms. In this section \((\theta, D, [\cdot, \cdot]_\theta)\) is an almost Lie structure.

**Proposition 6.1.** Let \(\theta'\) be a vector bundle and \(\nabla : \Gamma(\theta) \times \Gamma(\theta') \to \Gamma(\theta')\) be a linear \(R\)-connection on \(\theta\). Then there is a linear \(R\)-connection \(\nabla(\infty) : \Gamma(\theta(\infty)) \times \Gamma(\theta') \to \Gamma(\theta')\) which is curvature free and extends \(\nabla\).

**Proof.** Consider the derived vector bundles \(\theta^{(n)}\), \(n \geq 0\). Denote \(\nabla = \nabla(0)\) and \(\theta = \theta(0)\). First we define the linear connection \(\nabla^{(1)} : \Gamma(\theta^{(1)}) \times \Gamma(\theta') \to \Gamma(\theta')\), \(\nabla^{(1)}|_{\theta(0)} = \nabla(0)\) and

\[
\nabla^{(1)}_{\theta^{(1)}} X' = \nabla^{(0)}_X Y' - \nabla^{(0)}_Y X', \quad (\forall) X, Y \in \Gamma(\theta^{(0)}), X', Y' \in \Gamma(\theta'),
\]

then inductively we construct in the same way, for every \(k \in \mathbb{N}\), the linear connections \(\nabla^{(k)} : \Gamma(\theta^{(k)}) \times \Gamma(\theta') \to \Gamma(\theta')\). These linear connections define \(\nabla(\infty) : \Gamma(\theta^{(\infty)}) \times \Gamma(\theta') \to \Gamma(\theta')\) as follows: if \(X' \in \Gamma(\theta')\) and \(X \in \Gamma(\theta^{(p)})\) have a degree \(p \geq 0\), then \(\nabla(\infty)_X X' = \nabla^{(p)}_X X'\).

It follows that if \(k\) is the greatest degree of \(X\) and \(Y\), then

\[
\nabla^{(k)}_{\theta^{(k)}} X' = \nabla^{(k)}_X Y' - \nabla^{(k)}_Y X' - \nabla^{(k)}_{[X,Y]_{\theta^{(k)}}} X' = \nabla^{(k)}_X Y' - \nabla^{(k)}_Y X' - \nabla^{(k)}_{[X,Y]_{\theta^{(k)}}} X' + X \wedge X X' = 0.
\]

We say that the linear connection \(\nabla(\infty)\) is the lift of \(\nabla\) to \(\theta^{(\infty)}\).

**Proposition 6.2.** Let \(\theta'\) be a vector bundle and \(\nabla : \Gamma(\theta) \times \Gamma(\theta') \to \Gamma(\theta')\) be a linear \(R\)-connection on \(\theta\). Then there is a linear \(R\)-connection \(\nabla(\infty) : \Gamma(\theta(\infty)) \times \Gamma(\theta') \to \Gamma(\theta')\) which is curvature free and extends \(\nabla\).

**Proof.** It suffices to prove that

\[
\nabla^{(\infty)}_X X' = 0, \quad (\forall) X \in \mathcal{M}_\mathcal{J}, X' \in \Gamma(\theta'). \tag{12}
\]

Then \(\nabla(\infty)\) can be defined using \(\nabla(\infty)\) in an obvious manner as \(\nabla(\infty)_{\Pi(Y)} X' = \nabla^{(\infty)}_{\Pi(Y)} X'\), where \(\Pi : \Gamma(\theta(\infty)) \to \Gamma(\theta(\infty))\) is the canonical projection.

In order to prove the assertion (12), consider first \(X \in \mathcal{J}(\theta) = \{\mathcal{J}(A, B, C)|A, B, C \in \Gamma(\theta^{(\infty)})\}\). Then using that \(\nabla(\infty)\) is curvature free, it follows easily that \(\nabla^{(\infty)}_{\mathcal{J}(A, B, C)} X' = 0\). Consider now \(X = [A, B]_{\theta^{(\infty)}}\), where \(A \in \mathcal{M}_\mathcal{J}\) has the property \(\nabla^{(\infty)}_{A} X' = 0\) for any \(X' \in \Gamma(\theta')\) and \(B \in \Gamma(\theta^{(\infty)})\); then \(\nabla^{(\infty)}_{[A, B]} X' = \nabla^{(\infty)}_{A} \nabla^{(\infty)}_{B} X' - \nabla^{(\infty)}_{B} \nabla^{(\infty)}_{A} X' = 0\). The assertion (12) follows. \(\Box\)

Consider now an allowed vector bundle \(\theta\) over \(M\). For \(k \geq 0\), let \(\wedge^k \theta^*\) be the exterior vector bundle of order \(k\) of \(\theta^*\). A section of \(\Gamma(\wedge^k \theta^*)\) can be regarded as a skew symmetric
and $\mathcal{F}(M)$-linear map $\omega : \Gamma(\theta)^k \to \mathcal{F}(M)$. Let us suppose that on $\theta$ are given an anchor $D$ and a bracket $[\cdot, \cdot]_\theta$ which corresponds to $D$. Define

$$d_\theta : \wedge^k \theta^* \to \wedge^{k+1} \theta^* :$$

$$(d_\theta \omega)(X_0, \ldots, X_k) = \sum_i (-1)^i [X_i, \omega(X_1, \ldots, \hat{X}_i, \ldots, X_k)]_\theta$$

$$+ \sum_{i<j} (-1)^{i+j} \omega([X_i, X_j]_\theta, X_0, \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_k).$$

(13)

It is well-defined and satisfies $d^2_\theta = 0$ iff $\omega$ is curvature free. We can define the cohomology of $\hat{\Gamma}(\theta^*, \xi) = \hat{\Gamma}(\wedge^* \theta^*)$ generated by the image of $d^2_\theta$. Then $d$ can be extended to a 1-degree derivation $\tilde{d}$ on $\hat{\Gamma}^* = \Gamma(\wedge^* \theta^*)/I$, so $(\hat{\Gamma}^*, \tilde{d})$ is a graded differential complex. The cohomology of this differential complex can be called the algebroid cohomology of $L$, and we denote it by $H^* (\theta)$.

Consider now a generalized algebroid $(\theta, D, [\cdot, \cdot]_\theta)$, an allowed vector bundle $\xi$ over the same base $M$ as $\theta$ and a linear connection $\nabla$ on $\xi$ related to $\theta$. We suppose that $\nabla$ is curvature free. We can define

$$\hat{\Gamma}^n(\theta^*, \xi) = \hat{\Gamma}^n \otimes \xi.$$

The linear connection $\nabla$ can be regarded as defined by the $\mathcal{F}(M)$-linear map:

$$\delta : \hat{\Gamma}^0(\theta^*, \xi) = \Gamma(\xi) \to \hat{\Gamma}^1(\theta^*, \xi), \delta(m)(X) = \nabla_X m.$$

Using $\tilde{d}$, we can extend $\delta$ to a map

$$\delta : \hat{\Gamma}^n(\theta^*, \xi) \to \hat{\Gamma}^{n+1}(\theta^*, \xi)$$

by the rule

$$\delta(\omega \otimes s) = \tilde{d}\omega \otimes s + (-1)^n \omega \otimes \delta s,$$

where $\omega \in \hat{\Gamma}^n(\theta^*)$ and $s \in \Gamma(\xi)$. Then $\delta^2 = 0$ iff $(\theta, D, L)$ is a generalized Lie algebroid; the cohomology of $(\hat{\Gamma}^*(\theta^*, \xi), \delta)$ is called in this case the cohomology of $\theta$ with coefficients in $\xi$.

The operator $\delta$ satisfies

$$\delta((\omega \wedge \eta) \otimes s) = (\tilde{d}\omega \wedge \eta) \otimes s + (-1)^n |\omega| \omega \wedge \delta(\eta \otimes s)$$

(14)

for $\omega, \eta \in \hat{\Gamma}^* L^*$ and $s \in \Gamma(\xi)$.

Consider now an (allowed) vector bundle $\xi$ and a linear connection $\nabla$ on $\xi$ related to an ALS $(\theta, D, [\cdot, \cdot]_\theta)$. According to Proposition 6.1, the linear connection $\nabla$ lifts to a linear connection $\nabla^{(\infty)}$ on $\xi$, related to the Lie pseudoalgebra $\theta^{(\infty)}$, which is curvature free. It follows that we can consider the differential complex of $\theta^{(\infty)}$ with coefficients in $\xi$, related to $\nabla$.

A special case is when $\xi$ is the trivial bundle $(M \times \mathbb{R}, pr_1, M)$, when $\Gamma(\xi) = \mathcal{F}(M)$, $\nabla_X a = [X, f]_L, (\forall) X \in \Gamma(\theta)$ and $a \in \mathcal{F}(M)$. Then the curvature of $\nabla$ is $\nabla_X X^{\infty}_a = D(\nabla_X \wedge X^{\infty})(a)$; it is null only if $(\theta, D, [\cdot, \cdot]_\theta)$ is a generalized algebroid. The lifted connection $\nabla^{(\infty)}$ is $\nabla^{(\infty)}_{X^{\infty}} a = D^{(\infty)}(X^{\infty})(a), (\forall) X^{\infty} \in \Gamma(\theta^{(\infty)})$ and $a \in \mathcal{F}(M)$. It follows that
the differential complex of $\theta^{(\infty)}$ with coefficients in $(M \times \mathbb{R}, pr_1, M)$, related to this connection, is just the differential complex of $\theta^{(\infty)}$ with real coefficients.

Let $\omega \in \Gamma(\theta^*) = \Gamma(\Lambda^1 \theta^*)$ be a 1-form. Denote $\omega = \omega_{(0)}$ and define $\omega_{(1)} \in \Gamma(\Lambda^1(\theta^{(1)}))$ by $\omega_{(1)}(X) = \omega_{(0)}(X)$, $\omega_{(1)}(X \wedge Y) = d_{\theta(0)} \omega_{(0)}(X, Y)$, $(\forall) X, Y \in \Gamma(\theta) = \Gamma(\theta^{(0)})$. Inductively, assume that $\omega_{(k)}$ is defined for $k \geq 1$, then define $\omega_{(k+1)} \in \Gamma(\Lambda^1(\theta^{(k+1)}))$ by $\omega_{(k+1)}(X) = \omega_{(k)}(X)$, $\omega_{(k+1)}(X \wedge Y) = d_{\theta(k)} \omega_{(k)}(X, Y)$, $(\forall) X, Y \in \Gamma(\theta^{(k)})$. These forms define $\omega_{(\infty)} \in \Gamma(\Lambda^1(\theta^{(\infty)}))$ which define to its turn $\omega_{(\infty)} \in \Gamma(\Lambda^1(\theta^{(\infty)}))$ by restriction.

Let us show that the form $\omega_{(\infty)}$ is closed, i.e. $d(\omega_{(\infty)}) = 0$. Indeed, if $X, Y \in \Gamma(\theta^{(k)})$ then $\omega_{(k+1)}(X \wedge Y) = [X, \omega_{(k+1)}(Y)] - [Y, \omega_{(k+1)}(X)] - \omega_{(k+1)}([X, Y]_{\theta^{(k+1)}}) = [X, \omega_k(Y)] - [Y, \omega_k(X)] - \omega_{(k+1)}([X, Y]_{\theta^{(k+1)}} + X \wedge k + 1 Y) = 0$; it follows that if $X, Y \in \Gamma(\theta^{(k)})$ then $d(\omega_{(\infty)}(X, Y) = [X, \omega_{(\infty)}(Y)]_{\infty} - [Y, \omega_{(\infty)}(X)]_{\infty} = [X, \omega_k(Y)] - [Y, \omega_k(X)]_{(k)} - \omega_{(\infty)}([X, Y]_{(k)} + X \wedge k + 1 Y) = 0$, thus $d(\omega_{(\infty)}) = 0$.

This construction can be extended to any $p$-form.

**Proposition 6.3.** For $p \geq 1$ any $p$-form $\omega \in \Gamma(\Lambda^p \theta^*)$ can be extended canonically to a closed $p$-form $\omega_{(\infty)} \in \Gamma(\Lambda^p \theta^{(\infty)}_{\infty})$.

**Proof.** Denote $\omega = \omega_{(0)}$ and define $\omega_{(1)} \in \Gamma(\Lambda^p(\theta^{(1)}))$ by $\omega_{(0)}(X_1, \ldots, X_p) = \omega_{(0)}(X_1, \ldots, X_p)$, $\omega_{(1)}(X_0 \wedge X_1, X_2, \ldots, X_p) = \frac{2}{p(p-1)} d_{\theta(0)}(X_0, X_1, X_2, \ldots, X_p)$, $(\forall) X_0, \ldots, X_p \in \Gamma(\theta) = \Gamma(\theta^{(0)})$ and 0 in the other cases. Inductively, assume that $\omega_{(k)}$ is defined for $k \geq 1$, then define $\omega_{(k+1)} \in \Gamma(\Lambda^p(\theta^{(k+1)}))$ by $\omega_{(k+1)}(X_1, \ldots, X_p) = \omega_{(k)}(X_1, \ldots, X_p)$, $\omega_{(k+1)}(X_0 \wedge X_1, X_2, \ldots, X_p) = \frac{1}{N} d_{\theta(k)} \omega_{(k)}(X_0, X_1, X_2, \ldots, X_p)$, $(\forall) X_0, \ldots, X_p \in \Gamma(\theta^{(k)})$, all homogeneous (i.e. $X_i \in \Gamma(\theta^{(s)}) \backslash \Gamma(\theta^{(s-1)})$) and we say that $X_i$ has degree $s$ and 0 otherwise, where $N$ is the number of the couples $(X_i, X_j)$, $i \neq j$, such that $X_i$ or $X_j$ has degree $k$. These forms define $\omega_{(\infty)} \in \Gamma(\Lambda^p(\theta^{(\infty)}))$.

If $X_0, \ldots, X_p \in \Gamma(\theta^{(k)})$ then $d(\omega_{(\infty)})(X_0, \ldots, X_p) = d_{\theta(k)} \omega_{(k)}(X_0, X_1, X_2, \ldots, X_p)$, $+ \frac{1}{N} \sum_{i<j} (-1)^{i+j} \omega_{(k+1)}(X_i \wedge k + 1 X_j, X_0, \ldots, \hat{X}_i, \ldots, \hat{X}_j, \ldots, X_p) = 0$.

We say that the $p$-form $\omega_{(\infty)}$ is the lift of the $p$-form $\omega$.

Every $p$-form $\omega \in \Gamma(\Lambda^p \theta^*)$ define the $p$-form $\tilde{\omega} = \pi^* \omega$, where $\pi : \theta^{(\infty)} \to \theta$ is the canonical projection as vector bundle morphism. It is easy to see that $\tilde{\omega} = \omega_{(\infty)}$ iff $d\omega = 0$. Consistent examples can be obtained in the case of the lift of a form $\omega \in \Lambda^{top}(\theta^*)$, when the lift is $\tilde{\omega}$ since $d_{\theta} \omega = 0$.

The following result shows that concerning the lift the case $p = 1$ is quite different from the case $p > 1$.

**Proposition 6.4.** Any exact 1-form $\omega \in \Lambda^1 \Gamma(\theta^{(\infty)}_{\infty})$ is the lift of an exact 1-form. More precisely $\omega_{(\infty)} = d_{(\infty)} f$ iff $\omega = d_{\theta} f$.

**Proof.** For $k = 0$ the equality $\omega_{(\infty)} = d_{(\infty)} f$ means that $\omega = d_{\theta} f$. Conversely, if $\omega = d_{\theta} f$ then using induction it follows that $d_{\theta(k)} \omega_{(k)}(X, Y) = [X \wedge k Y, f]_{\theta(k)} = \omega_{(k+1)}(X \wedge k + 1 Y)$.
\( \nabla F \) defines \( \omega \) iff \( \tau_M \) as in [5] for Lie algebroids. Consider an ALS \((\theta, D, \nabla \omega)\) as \( \omega \) lifts also to a closed 1-form on \( \tau_M \). In this case let \( \xi \) follow that several situations.

Notice that analogous results for a \( \theta \)-connection \( \xi \) on \( M \) is curvature free, it follows that \( \omega(Y) = 0 \). Then using the formula (15) and using also that \( D(\omega(Y)) = 0 \), it follows that \(\omega([X, Y]_{\theta(\infty)}) = 0 \). Thus \(\omega(X) = 0, (\forall) X \in \mathcal{M}_\tau \).]

Notice also that an interesting application is in the case of the de Rham complex of \( \xi \). An analogous formula (16) defines \( \nabla X s_0 = \omega(X) \cdot s_0, \ X \in \Gamma(\xi') \) and let \( s_0 \in \Gamma(\xi') \) be such that \( \Gamma(\xi') = \{f \cdot s_0| f \in \mathcal{F}(M)\} \).

\begin{equation}
\nabla_X s_0 = \omega(X) \cdot s_0, \ X \in \Gamma(\xi')
\end{equation}

defines \( \omega \in \Lambda^1(\theta^*) \). Consider another element \( s_0' = f_0 \cdot s_0 \in \Gamma(\xi') \) which generates \( \Gamma(\xi') \) and defines \( \omega' \in \Lambda^1((\Gamma(\theta(\infty))^*)^*) \). Then \( \omega' = d_\theta(|f_0| + \omega) \). The connection \( \nabla \) is curvature free iff \( (\theta, D, [\cdot, \cdot]) \) is an algebroid \( (D = 0) \) and \( d_\theta \omega = 0 \). Consider now the lifted connection \( \nabla^\infty \) on \( \xi' \), related to \( \theta(\infty) \). An analogous formula (16) defines \( \omega^\infty \in \Lambda^1((\Gamma(\theta(\infty))^*))^*) \). Since \( \nabla^\infty \) is curvature free, it follows that \( \omega^\infty \) has \( d_\theta \omega^\infty = 0 \), thus it is closed and defines a cohomology class \( [\omega^\infty] \in H^1(\theta(\infty)) \). We define the characteristic class of \( \xi' \) related to \( \nabla \) as \( [\omega^\infty] \), denoted as \( \Theta_{\xi'} \). If \( \nabla \) is a linear R-connection on \( \xi' \), then it defines a linear R-connection \( \nabla' \) on \( \xi' = \xi \otimes \xi \). We define the characteristic class of \( \xi \) related to \( \nabla \) as \( 1/2 [\omega^\infty] \), where the characteristic class considered on \( \xi' \) is related to \( \nabla' \). As in [5], it remains to define a line bundle \( \xi \) and a linear R-connection \( \nabla \) on \( \xi \) which is intrinsic. We can take several situations.

First, following [5] we take \( \xi = (\Lambda^{top} \theta) \otimes (\Lambda^{top} \tau^* M) \) and for \( \omega \otimes \omega' \in \Gamma(\xi) \) and \( X \in \Gamma(\theta) \) we define

\begin{equation}
\nabla_X (\omega \otimes \omega') = L_X \omega \otimes \omega' - \omega \otimes L_{D(X)} \omega',
\end{equation}
where \( D \) is the anchor of \( \theta \) and \( L_X, L_{D(X)} \) are the Lie derivatives on \( \wedge^* \theta \) and \( \wedge^* \tau^* M \) respectively. Other intrinsic definitions are \( \xi' = (\wedge \text{top} \theta^*) \otimes (\wedge \text{top} \tau M), \xi'' = (\wedge \text{top} \theta) \otimes (\wedge \text{top} \tau M) \) and \( \xi''' = (\wedge \text{top} \theta^*) \otimes (\wedge \text{top} \tau^* M) \). The formula (17) defines also linear \( R \)-connections on each of these vector bundles.
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