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#### Abstract

We study continuous linear operators on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ which have all monomials as eigenvectors, that is, operators of Hadamard type. Such operators on $C^{\infty}\left(\mathbb{R}^{d}\right)$ and on the space $\mathscr{A}\left(\mathbb{R}^{d}\right)$ of real analytic functions on $\mathbb{R}^{d}$ have been investigated by Domański, Langenbruch and the author. The situation in the present case, however, is quite different, as also is the characterization. An operator $L$ on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ is of Hadamard type if there is a distribution $T$, the support of which has positive distance to all coordinate hyperplanes and which has a certain behaviour at infinity, such that $L(S)=S \star T$ for all $S \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$. Here $(S \star T) \varphi=S_{y}\left(T_{x} \varphi(x y)\right)$ for all $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. To describe the behaviour at infinity we introduce a class $\mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ of distributions defined by the same conditions as in the description of the class $\mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$ of Laurent Schwartz, but with derivatives replaced by Euler derivatives.


In the present note we study Hadamard operators on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, that is, continuous linear operators on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ which have all monomials as eigenvectors, and we give their complete characterization. Such operators on $C^{\infty}\left(\mathbb{R}^{d}\right)$ have been studied and characterized in [9, 10], on $\mathscr{A}(\mathbb{R})$ in [1, 2, 3] and on $\mathscr{A}\left(\mathbb{R}^{d}\right)$ in [4]. There one can also find references to the long history of such problems. Since it can be shown that Hadamard operators commute with dilations, our problem is, by duality, closely related to the study of continuous linear operators in $\mathscr{D}\left(\mathbb{R}^{d}\right)$ which commute with dilations. They have the form $\varphi \mapsto T_{x} \varphi(x y)$ where $T$ is a distribution. We study the class $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ of distributions $T$ such that $T_{x} \varphi(x y) \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ for every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. These are distributions with supports having a positive distance to the coordinate hyperplanes and a certain behaviour at infinity, similar to the class $\mathscr{O}_{C}^{\prime}$ of L. Schwartz of rapidly decreasing distributions. We define

[^0]a class $\mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ of distributions by the same conditions as in the description of the class $\mathscr{O}_{C}^{\prime}$ in [7], but with derivatives replaced with Euler derivatives. We denote by $\mathcal{M}\left(\mathbb{R}^{d}\right)$ the class of Hadamard operators in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, and for $x \in \mathbb{R}_{*}^{d}=(\mathbb{R} \backslash\{0\})^{d}$ we set $\sigma(x)=\prod_{j} x_{j} /\left|x_{j}\right|$, that is, the signum of $x$ which, of course, is constant on each 'quadrant'. Then our main result is (see Corollary 1.6. Theorem 2.10 and Theorem 4.2):

Main Theorem. $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ if and only if there is a distribution $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$, the support of which has positive distance to all coordinate hyperplanes, such that $L(S)=S \star T$ for all $S \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ ). Here $(S \star T) \varphi=$ $S_{y}\left(T_{x} \varphi(x y)\right.$ for all $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. The eigenvalues are $m_{\alpha}=T_{x}\left(\sigma(x) / x^{\alpha+\mathbf{1}}\right)$.

Moreover, we show that every Hadamard operator on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ maps $C^{\infty}\left(\mathbb{R}^{d}\right)$ to $C^{\infty}\left(\mathbb{R}^{d}\right)$, that is, defines an Hadamard operator on $C^{\infty}\left(\mathbb{R}^{d}\right)$. On the other hand, not every Hadamard operator on $C^{\infty}\left(\mathbb{R}^{d}\right)$ can be extended to an operator on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$.

We follow the notation of [9, 10]. The class of Hadamard operators in $C^{\infty}\left(\mathbb{R}^{d}\right)$, that is, of continuous linear operators which have all monomials as eigenvectors, is denoted by $M\left(\mathbb{R}^{d}\right)$. The Hadamard operators are given by distributions $T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ by means of the formula $\left(M_{T} \varphi\right)(y)=T_{x} \varphi(x y)$. The dual $\mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ is an algebra with respect to $\star$-convolution given by the formula $(T \star S) \varphi=T_{x} S_{y} \varphi(x y)$ where $x y=\left(x_{1} y_{1}, \ldots, x_{d} y_{d}\right) . T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ defines a $\star$-convolution operator $N_{T}: S \mapsto S \star T$ and $N_{T}=M_{T}^{*}$, that is, the dual operator of $M_{T}$.

Differential operators of the form $P(\theta)$ where $P$ is a polynomial and $\theta_{j}=$ $x_{j} \partial_{j}$, or equivalently, of the form $\sum_{\alpha} c_{\alpha} x^{\alpha} \partial^{\alpha}$, are called Euler operators and $\theta_{j}$ is called an Euler derivative. On $C^{\infty}$ these are the Hadamard operators $M_{T}$ with $\operatorname{supp} T=\{\mathbf{1}\}$ where $\mathbf{1}=(1, \ldots, 1)$.

We use standard notation of functional analysis, in particular, of distribution theory. For unexplained notation we refer to [5]-[8].

## 1. Basic properties

Definition 1. A map $L \in L\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right)$ is called an Hadamard operator if all monomials are its eigenvectors. The set of Hadamard operators is denoted by $\mathcal{M}\left(\mathbb{R}^{d}\right)$.

Since the condition means that $L\left(x^{\alpha}\right) \in \operatorname{span}\left\{x^{\alpha}\right\}$ for all $\alpha \in \mathbb{N}_{0}^{d}$, the set $\mathcal{M}\left(\mathbb{R}^{d}\right)$ is a closed subalgebra in $L_{\sigma}\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right)$, and therefore also in $L_{b}\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right.$ ). Here $\sigma$ denotes the topology of pointwise convergence, and $b$ the topology of uniform convergence on bounded sets.

We define $m_{\alpha}$ by $L\left(x^{\alpha}\right)=m_{\alpha} x^{\alpha}$. Since the polynomials are dense in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, the operator $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ is uniquely determined by the family $m_{\alpha}$,
$\alpha \in \mathbb{N}_{0}^{d}$, of eigenvalues. Clearly the set $\Lambda\left(\mathbb{R}^{d}\right)$ of eigenvalue families is an algebra and $L \mapsto\left(m_{\alpha}\right)_{\alpha \in \mathbb{N}_{0}^{d}}$ is an algebra isomorphism.

To study and characterize Hadamard operators in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ we need some preparations. We set $\mathbb{R}_{*}:=\mathbb{R} \backslash\{0\}$. For $a \in \mathbb{R}_{*}^{d}$ we define the dilation operator $D_{a} \in L\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right)$ by

$$
\left(D_{a} T\right) \varphi:=T_{x}\left(\frac{\sigma(a)}{a_{1} \cdots a_{d}} \varphi\left(\frac{x}{a}\right)\right)
$$

for $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. By direct verification we see that $D_{a} \xi^{\alpha}=$ $a^{\alpha} \xi^{\alpha}$.

Lemma 1.1. For $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ and $a \in \mathbb{R}_{*}^{d}$ we have $L \circ D_{a}=D_{a} \circ L$ (we say that $L$ commutes with dilations).

Proof. For any $\alpha$ we have $\left(L \circ D_{a}\right) \xi^{\alpha}=a^{\alpha} m_{\alpha} \xi^{\alpha}=\left(D_{a} \circ L\right) \xi^{\alpha}$. So the claim is shown for all polynomials, and these are dense in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$.

By definition of $D_{a}$, for the dual map $D_{a}^{*} \in L\left(\mathscr{D}\left(\mathbb{R}^{d}\right)\right)$ of $D_{a}$ we obtain:
Lemma 1.2. For $a \in \mathbb{R}_{*}^{d}$ and $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ we have

$$
\left(D_{a}^{*} \varphi\right)(\xi)=\frac{\sigma(a)}{a_{1} \cdots a_{d}} \varphi\left(\frac{\xi}{a}\right)
$$

If $L$ commutes with dilations then $D_{a}^{*} \circ L^{*}=L^{*} \circ D_{a}^{*}$ for all $a \in \mathbb{R}_{*}^{d}$. For $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ we set $\psi=L^{*} \varphi$ and obtain

$$
\frac{\sigma(a)}{a_{1} \cdots a_{d}} \psi\left(\frac{x}{a}\right)=L_{\xi}^{*}\left(\frac{\sigma(a)}{a_{1} \cdots a_{d}} \varphi\left(\frac{\xi}{a}\right)\right)[x] .
$$

For $\eta \in \mathbb{R}_{*}^{d}$ we set $a=1 / \eta$ and obtain $\psi(\eta x)=L_{\xi}^{*}(\varphi(\eta \xi))[x]$.
We have shown:
LEMMA 1.3. If $M=L^{*} \in L\left(\mathscr{D}\left(\mathbb{R}^{d}\right)\right)$ and $L$ commutes with dilations, then

$$
M_{\xi}(\varphi(\eta \xi))[x]=(M \varphi)(\eta x)
$$

for all $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ and $\eta \in \mathbb{R}_{*}^{d}$.
For $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ we now define

$$
T \varphi=(M \varphi)(\mathbf{1})=\left(L \delta_{\mathbf{1}}\right)(\varphi)
$$

Then $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and for all $\eta \in \mathbb{R}_{*}^{d}$ we have

$$
\begin{equation*}
(M \varphi)(\eta)=T_{\xi} \varphi(\eta \xi) \tag{1}
\end{equation*}
$$

The problem with the right hand side of $(1)$ is that for $\eta_{j}=0$, in general, $T$ cannot be applied to the non-compact support function $\xi \mapsto \varphi(\eta \xi)$. For $T$ as above, however, the function $\eta \mapsto T_{\xi} \varphi(\eta \xi), \xi \in \mathbb{R}_{*}^{d}$, is the restriction of a function in $\mathscr{D}\left(\mathbb{R}^{d}\right)$.

Definition 2. We denote by $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ the set of distributions $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ such that for every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the function $y \mapsto T_{\xi} \varphi(\xi y), y \in \mathbb{R}_{*}^{d}$, is the restriction of a function in $\mathscr{D}\left(\mathbb{R}^{d}\right)$.

This means that $T$ must have the following properties:
$(*)$ For every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ there is $r>0$ such that $T_{\xi} \varphi(\xi y)=0$ for $y \in \mathbb{R}_{*}^{d}$ with $|y|_{\infty}>r$,
$(* *)$ For every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the map $y \mapsto T_{\xi} \varphi(\xi y), y \in \mathbb{R}_{*}^{d}$, extends to a function in $C^{\infty}\left(\mathbb{R}^{d}\right)$.
For $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ we denote by $M_{T}$ the map which assigns to $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the continuous extension of $y \mapsto T_{\xi} \varphi(\xi y)$. The closed graph theorem easily implies:

Lemma 1.4. $M_{T} \in L\left(\mathscr{D}\left(\mathbb{R}^{d}\right)\right)$ for every $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$.
We obtain the following representation theorem:
THEOREM 1.5. $L \in L\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right.$ ) commutes with dilations if and only if there is $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ such that $L(S)=S \star T$ for all $S \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, where $(S \star T) \varphi=S_{y}\left(T_{x} \varphi(x y)\right)$ for $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. In this case $T=L\left(\delta_{\mathbf{1}}\right)$.

Proof. The assertion can be written as $L=M_{T}^{*}$. If $L$ commutes with dilations then, by the above, $L^{*}=M_{T}$ for $T=L\left(\delta_{\mathbf{1}}\right)$ and $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ by (1). This formula also implies the result.

Notation. For $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ we set $L_{T}(S)=S \star T$ for all $S \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$.
Corollary 1.6. If $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ then there is $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ such that $L=L_{T}$.
2. Properties of $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$. First we will exploit the fact that $M_{T} \in$ $L\left(\mathscr{D}\left(\mathbb{R}^{d}\right)\right)$. For $\varepsilon>0$ we set

$$
W_{\varepsilon}=\left\{x \in \mathbb{R}^{d}: \min _{j}\left|x_{j}\right| \geq \varepsilon\right\}
$$

and we will use the following notation:
For $r=\left(r_{1}, \ldots, r_{d}\right)$, where all $r_{j} \geq 0$, we set $B_{r}=\left\{x \in \mathbb{R}^{d}:\left|x_{j}\right| \leq r_{j}\right.$ for all $j\}$, and for $s \geq 0$ we set $B_{s}:=B_{s 1}=\left\{x \in \mathbb{R}^{d}:|x|_{\infty} \leq s\right\}$.

For $r=\left(r_{1}, \ldots, r_{d}\right) \in \mathbb{R}^{d}$ and $s \in \mathbb{R}$ we set $r+s=r+s \mathbf{1}=\left(r_{1}+s\right.$, $\left.\ldots, r_{d}+s\right)$.

## Lemma 2.1.

(i) If $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ then there is $\varepsilon>0$ such that $\operatorname{supp} T \subset W_{\varepsilon}$.
(ii) If $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and there is $\varepsilon>0$ such that $\operatorname{supp} T \subset W_{\varepsilon}$ then $T$ satisfies $(*)$.

Proof. (i) If $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ there is $r>0$ such that $\operatorname{supp} M_{T} \varphi \subset B_{r}$ for any $\varphi \in \mathscr{D}\left(B_{1}\right)$, and this implies that $T_{\xi} \varphi(\eta \xi)=0$ for any $\varphi \subset \mathscr{D}\left(B_{1}\right)$ and $\eta \in \mathbb{R}_{*}^{d}$ with $|\eta|_{\infty}>r$.

We set $\varepsilon=1 / r$ and assume that $\operatorname{supp} \varphi \cap W_{\varepsilon}=\emptyset$, that is,

$$
\operatorname{supp} \varphi \subset \bigcup_{j}\left\{x \in \mathbb{R}^{d}:\left|x_{j}\right|<\varepsilon\right\}
$$

Then we can write $\varphi=\sum_{j} \varphi_{j}$ with $\varphi_{j} \in \mathscr{D}\left(\left\{x \in \mathbb{R}^{d}:\left|x_{j}\right|<\varepsilon\right\}\right)$.
We fix $j$ and choose $\eta \in \mathbb{R}_{*}^{d}$ such that $\sup \left\{\left|x_{\nu} \eta_{\nu}\right|: x \in \operatorname{supp} \varphi_{j}\right\}=1$ for all $\nu$. We set $\psi(\xi)=\varphi_{j}(\xi / \eta)$. Then $\operatorname{supp} \psi \subset B_{1}$ and $|\eta|_{\infty}>r$, and therefore we have $T \varphi_{j}=T_{\xi} \psi(\eta \xi)=0$.

Since this holds for every $j$, the proof of (i) is complete; and (ii) is obvious.

A special case is that of distributions with compact support.
Corollary 2.2. $\mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right) \cap \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)=\mathscr{E}^{\prime}\left(\mathbb{R}_{*}^{d}\right)$.
Proof. This follows from Lemma 2.1 and the fact that $(* *)$ is fulfilled for distributions with compact support.

This will be used in Section 4 to handle the case of $T$ with compact support.

Having settled $(*)$ for $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$, we turn to property $(* *)$. It is quite restrictive.

Lemma 2.3. $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right) \subset \mathscr{S}^{\prime}\left(\mathbb{R}^{d}\right)$.
Proof. Let $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$; we may assume that $\operatorname{supp} T \subset W_{2}$. For $k \in \mathbb{N}_{0}^{d}$ we set $|\varphi|_{k}=\left\|\varphi^{(k)}\right\|_{L_{1}}$ and remark that for every $\mathscr{D}\left(B_{r}\right), r=\left(r_{1}, \ldots, r_{d}\right)$, these norms are a fundamental system of seminorms. On $\mathscr{D}\left(B_{\mathbf{1}}\right)$ the family of distributions $T_{(y)} \varphi:=T_{x} \varphi(x y), y \in \mathbb{R}_{*}^{d} \cap B_{1}$, is weakly bounded, hence equicontinuous. This means that there are $k \in \mathbb{N}_{0}^{d}$ and $C>0$ such that

$$
\left|T_{(y)} \varphi\right| \leq C\|\varphi\|_{k}, \quad \varphi \in \mathscr{D}\left(B_{1}\right),|y|_{\infty} \leq 1
$$

For $r$ with $r_{j} \geq 1$ for all $j$ and $\varphi \in \mathscr{D}\left(B_{r}\right)$ we set $\psi(x)=\varphi(r x)$. Then $\psi \in \mathscr{D}\left(B_{1}\right)$, and therefore

$$
|T \varphi|=\left|T_{(1 / r)} \psi\right| \leq C\|\psi\|_{k}=C r^{k}\|\varphi\|_{k}
$$

For every $r$ there is $t_{r} \in L_{\infty}\left(B_{r}\right)$ with $\left\|t_{r}\right\|_{\infty} \leq C r^{k}$ such that $T \varphi=$ $\int t_{r}(x) \varphi^{(k)}(x) d x$ for all $\varphi \in \mathscr{D}\left(B_{r}\right)$.

We now restrict to $r \in \mathbb{N}^{d}$ and set $U_{r}=\left[r_{1}, r_{1}+1\left[\times \cdots \times\left[r_{d}, r_{d}+1[\right.\right.\right.$. Then $\bigcup_{r \in \mathbb{N}^{d}} U_{r}=W_{1}$. We choose $\chi \in \mathscr{D}\left(B_{1 / 2}\right)$ with $\int \chi=1$ and set $\chi_{r}(x)=$
$\int_{U_{r}} \chi(x-\xi) d \xi$. We obtain

$$
\begin{aligned}
T \varphi & =\sum_{r} T\left(\chi_{r} \varphi\right)=\sum_{r} \int t_{r+2}(x)\left(\chi_{r} \varphi\right)^{(k)}(x) d x \\
& =\sum_{r} \int t_{r+2}(x)\left(\sum_{\nu}\binom{k}{\nu} \chi_{r}^{(k-\nu)}(x) \varphi^{(\nu)}(x)\right) d x \\
& =\sum_{\nu}\binom{k}{\nu} \int \varphi^{(\nu)}(x)\left(\sum_{r} t_{r+2}(x) \chi_{r}^{(k-\nu)}(x)\right) d x \\
& =\sum_{\nu}\binom{k}{\nu} \int \varphi^{(\nu)}(x) \tau_{\nu}(x) d x .
\end{aligned}
$$

To estimate the functions $\tau_{\nu}$, we set $\gamma(x)=\left\{r: x \in \prod_{j}\left[r_{j}-1 / 2, r_{j}+3 / 2[ \}\right.\right.$. Then

$$
\left|\tau_{\nu}(x)\right| \leq \sum_{r \in \gamma(x)}\left|t_{r+2}(x)\right|\left|\chi_{r}^{(k-\nu)}(x)\right| .
$$

For all $2^{d}$ elements $r \in \gamma(x)$ we have $\left|t_{r+2}(x)\right| \leq C(r+2)^{k}$ and $r \leq|x|+1 / 2$ (here $|x|=\left(\left|x_{1}\right|, \ldots,\left|x_{d}\right|\right)$ ), and therefore $\left|t_{r+2}(x)\right| \leq C(|x|+3)^{k}$. With a new constant $C_{\nu}$ we have

$$
\left|\tau_{\nu}(x)\right| \leq C_{\nu}|x|^{k} .
$$

This shows the result.
The necessary conditions we have found are far from being sufficient, as the following example shows.

EXAMPLE 2.4. Let $d=1$, and set $T \varphi=\int_{1}^{\infty} \varphi(x) d x$. Then $T_{x} \varphi(x y)=$ $y^{-1} \int_{y}^{\infty} \varphi(x) d x$ for all $y>0$, which, in general, is unbounded near 0 . The distribution $T$ is in $\mathscr{S}^{\prime}(\mathbb{R})$ and has support in $W_{1}$.

The following definition is in analogy to a characterization of the space $\mathscr{O}_{C}^{\prime}$ of rapidly decreasing distributions in L. Schwartz [7, §5, p. 100].

Definition 3. $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ if for any $k$ there are finitely many functions $t_{\beta}$ such that $\left(1+|x|^{2}\right)^{k / 2} t_{\beta} \in L_{\infty}\left(\mathbb{R}^{d}\right)$ and such that $T=\sum_{\beta} \theta^{\beta} t_{\beta}$.

Proposition 2.5. If $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ then for every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the function $y \mapsto T_{x}(\varphi(x y)), y \in \mathbb{R}_{*}^{d}$, extends to a function in $C^{\infty}\left(\mathbb{R}^{d}\right)$.

Proof. We have to show that for every $\alpha$ the function $y \mapsto \partial_{y}^{\alpha} T_{x}(\varphi(x y))$, $y \in \mathbb{R}_{*}^{d}$, extends to a continuous function on $\mathbb{R}^{d}$.

By definition of $\mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ we have to show our proposition only for $T=\theta^{\beta} t$ where $\left(1+|x|^{2}\right)^{k / 2} t \in L_{\infty}\left(\mathbb{R}^{d}\right)$ and $k$ is suitably chosen. Since the formal
adjoint $\left(\theta^{*}\right)^{\beta}$ of the Euler operator $\theta^{\beta}$ is again an Euler operator, we have

$$
\int\left(\theta^{\beta} t\right)(x) \varphi(x) d x=\int t(x)\left(\left(\theta^{*}\right)^{\beta} \varphi\right)(x) d x=\sum_{\nu} c_{\nu} \int t(x) x^{\nu} \varphi^{(\nu)}(x) d x
$$

where the sum is finite with suitable $c_{\nu}$. Therefore it is enough to study the function

$$
\begin{equation*}
F(y):=\int t(x)(x y)^{\nu} \varphi^{(\nu)}(x y) d x, \quad y \in \mathbb{R}_{*}^{d} \tag{2}
\end{equation*}
$$

We have to show that all $\operatorname{limits} \lim _{y \rightarrow y_{0}} F^{(\alpha)}(y), y_{0} \in \mathbb{R}^{d}, \alpha \in \mathbb{N}_{0}^{d}$, exist. We have

$$
\begin{align*}
F^{(\alpha)}(y) & =\int t(x) x^{\alpha}\left(x^{\nu} \varphi^{(\nu)}(x)\right)^{(\alpha)}[x y] d x  \tag{3}\\
& =\sum_{\alpha-\nu \leq \gamma \leq \alpha} c_{\gamma} \int t(x) x^{\alpha}(x y)^{\nu-\alpha+\gamma} \varphi^{(\nu+\gamma)}(x y) d x .
\end{align*}
$$

If $k$ is chosen so large that $t(x) x^{\alpha} \in L_{1}\left(\mathbb{R}^{d}\right)$ then the limits exist as requested.

Thus we have shown:
THEOREM 2.6. If $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ and $\operatorname{supp} T \subset W_{\varepsilon}$ for some $\varepsilon>0$, then $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$.

To show the converse we give a description of $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ in terms of regularizations of distributions.

Theorem 2.7. T satisfies $(* *)$ if and only if $T * \chi$ satisfies $(* *)$ for all $\chi \in L_{1}\left(B_{1}\right)$. In this case the set of maps $\left\{\varphi \mapsto(T * \chi)_{x} \varphi(x \cdot): \chi \in\right.$ $\left.L_{1}\left(B_{1}\right),\|\chi\|_{L_{1}} \leq 1\right\}$ is equicontinuous in $L\left(\mathscr{D}\left(\mathbb{R}^{d}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$.

Proof. We assume that $T$ satisfies (**) and want to show that the same holds for $T * \chi$. We need some preparation. We set

$$
\psi\left(\xi, y_{2}\right)=\int \chi\left(x_{2}\right) \varphi\left(\xi+x_{2} y_{2}\right) d x_{2}
$$

and remark that for $\varphi \in \mathscr{D}\left(B_{r}\right)$ and $\chi \in L_{1}\left(B_{1}\right)$ we have $\psi\left(\cdot, y_{2}\right) \in \mathscr{D}\left(B_{r+\left|y_{2}\right|}\right)$. This implies that the map which assigns to every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the function $y_{2} \mapsto \psi\left(\cdot, y_{2}\right)$ is a continuous linear map $\Phi: \mathscr{D}\left(\mathbb{R}^{d}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{d}, \mathscr{D}\left(\mathbb{R}^{d}\right)\right)$.

We set

$$
F\left(y_{1}, y_{2}\right)=T_{x_{1}} \psi\left(x_{1} y_{1}, y_{2}\right) \in C^{\infty}\left(\mathbb{R}_{*}^{d} \times \mathbb{R}^{d}\right)
$$

By assumption it extends to a function $\hat{F}$ on $\mathbb{R}^{d} \times \mathbb{R}^{d}$ such that $\hat{F}\left(\cdot, y_{2}\right)$ is in $C^{\infty}\left(\mathbb{R}^{d}\right)$ for every $y_{2} \in \mathbb{R}^{d}$.

The map which assigns to every $g \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the continuous extension of $T_{\xi} g\left(\xi y_{1}\right)$ defines a continuous linear map $\Psi: \mathscr{D}\left(\mathbb{R}^{d}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{d}\right)$. We obtain

$$
\hat{F}\left(y_{1}, y_{2}\right)=\Psi\left\{\Phi(\varphi)\left[y_{2}\right]\right\}\left[y_{1}\right] \in C^{\infty}\left(\mathbb{R}^{d}, C^{\infty}\left(\mathbb{R}^{d}\right)\right)=C^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)
$$

Therefore $\hat{F}(y, y) \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and it is the extension of

$$
F(y, y)=T_{x_{1}} \int \chi\left(x_{2}\right) \varphi\left(\left(x_{1}+x_{2}\right) y\right) d x_{2}=(T * \chi)_{x} \varphi(x y) .
$$

This proves one direction of the theorem; it remains to show the other implication. We will use the idea of proof of [7, §7, Théorème XX].

First we show the additional assertion of the theorem. We assume that $T * \chi$ satisfies (**) for all $\chi \in L_{1}\left(B_{1}\right)$. We consider the map $L_{1}\left(B_{1}\right) \rightarrow$ $L\left(\mathscr{D}\left(\mathbb{R}^{d}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$ defined by $\chi \mapsto\left[\varphi \mapsto(T * \chi)_{x} \varphi(x \cdot)\right]$ (cf. Lemma 1.4). If $\|\chi\| \rightarrow 0$ and $\left[\varphi \mapsto(T * \chi)_{x} \varphi(x \cdot)\right] \rightarrow A$ in $L\left(\mathscr{D}\left(\mathbb{R}^{d}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$ then for fixed $y \in \mathbb{R}_{*}^{d}$ and all $\varphi$ we have $(T * \chi)_{x} \varphi(x y) \rightarrow 0$, and therefore $(A \chi) \varphi=0$ on $\mathbb{R}_{*}^{d}$, hence on $\mathbb{R}^{d}$. So the map $L_{1}\left(B_{1}\right) \rightarrow L\left(\mathscr{D}\left(\mathbb{R}^{d}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$ has closed graph and, by de Wilde's Theorem, is continuous. This shows the assertion.

We fix $\chi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ with $\int|\chi|=1$. Then for every $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the function $(T * \chi)_{x} \varphi(x y), y \in \mathbb{R}_{*}^{d}$, extends to a function in $C^{\infty}\left(\mathbb{R}^{d}\right)$ and the set $\left\{F_{\chi}\right.$ : $\left.\varphi \mapsto(T * \chi)_{x} \varphi(x y): \chi \in \mathscr{D}\left(\mathbb{R}^{d}\right), \chi \geq 0, \int \chi=1\right\}$ is equicontinuous. Therefore it is relatively compact in $L\left(\mathscr{D}\left(B_{R}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$. We fix $\chi$ and set $\chi_{\varepsilon}(x)=$ $\varepsilon^{-d} \chi(x / \varepsilon)$ for $\varepsilon>0$. Then there is a sequence $\varepsilon_{n} \downarrow 0$ such that $F_{\chi_{\varepsilon_{n}}}$ converges to some $F \in L\left(\mathscr{D}\left(B_{R}\right), C^{\infty}\left(\mathbb{R}^{d}\right)\right)$. Since

$$
F_{\chi_{\varepsilon_{n}}}=T_{\xi}\left(\int \chi_{\varepsilon_{n}}(x) \varphi((x+\xi) y) d x\right) \rightarrow T_{\xi} \varphi(\xi y)
$$

for every $y \in \mathbb{R}_{*}^{d}$, we see that $T_{\xi} \varphi(\xi y)$ extends to a function in $C^{\infty}\left(\mathbb{R}^{d}\right)$.
Now we can show the converse of Theorem 2.6.
Theorem 2.8. If $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ then for every $\beta>0$ there is a function $t_{\beta}$ such that $x^{\beta} t_{\beta}$ is bounded and an Euler operator $P(\theta)$ such that $T=P(\theta) t_{\beta}$. In particular $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$.

Proof. Let $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ with $\operatorname{supp} T \subset W_{2 \varepsilon_{0}}$. Let $\chi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ with $\chi \geq 0, \int \chi=1$ and supp $\chi \subset B_{\varepsilon_{0}}$. Then for every $\varphi \in \mathscr{D}\left(B_{1}\right)$ the function $(T * \chi)_{x} \varphi(x y), y \in \mathbb{R}_{*}^{d}$, extends to a function in $\mathscr{D}\left(\mathbb{R}^{d}\right)$. We set $\tau=T * \chi$.

For $y \in \mathbb{R}_{*}^{d}$ and $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$, we set

$$
F(y)=\int \tau(x) \varphi(x y) d x
$$

Then $F \in C^{\infty}\left(\mathbb{R}_{*}^{d}\right)$ and $F(y)=0$ for $|y|_{\infty}>1 / \varepsilon_{0}$. For $\beta \in \mathbb{N}_{0}$, we have

$$
F^{(\beta)}(y)=\int \tau(x) x^{\beta} \varphi^{(\beta)}(x y) d x .
$$

By Theorem 2.7, on $\mathscr{D}\left(B_{1}\right)$ the set of distributions $\varphi \mapsto F^{(\beta)}(y), y \in \mathbb{R}_{*}^{d}$, with $\chi$ as above, is equicontinuous. Hence there is $p$ such that all these distributions extend to $\mathscr{D}^{|\beta|+p}\left(B_{1}\right)$ and the set of these distributions is bounded in $\mathscr{D}^{|\beta|+p}\left(B_{1}\right)^{\prime}$.

For $\alpha \in \mathbb{N}_{0}$ we choose $\varphi_{\alpha} \in \mathscr{D}^{\alpha}[0,1]$ such that $\varphi_{\alpha} \in C^{\infty}(\mathbb{R} \backslash\{0,1\})$ and

$$
\varphi_{\alpha}(x)=x^{\alpha+1} \frac{(x-1)^{\alpha+1}}{(2 \alpha+2)!} \quad \text { for } 0 \leq x \leq 1
$$

For $\alpha \in \mathbb{N}_{0}^{d}$ such that $\mathscr{D}^{|\alpha|}\left(B_{\mathbf{1}}\right) \subset \mathscr{D}^{|\beta|+p}\left(B_{\mathbf{1}}\right)$, we define

$$
\varphi_{\alpha}(x)=\prod_{j=1}^{d} \varphi_{\alpha_{j}}\left(x_{j}\right)
$$

and consider $F(y)=\int \tau(x) \varphi_{\alpha}(x y) d x$. Then for $y \in(0, \infty)^{d}$, setting $\alpha+1=$ $\left(\alpha_{1}+1, \ldots, \alpha_{d}+1\right)$ etc., we get

$$
F^{(2 \alpha+2)}(y)=\int_{[0,1 / y]^{d}} \tau(x) x^{2 \alpha+2} d x
$$

and therefore

$$
F^{(2 \alpha+3)}(y)=-\frac{1}{y^{2 \alpha+4}} \tau\left(\frac{1}{y}\right)
$$

With an analogous argument for the other 'quadrants' we get, for general $y \in \mathbb{R}_{*}^{d}$,

$$
F^{(2 \alpha+3)}(y)=-\frac{\sigma(y)}{y^{2 \alpha+4}} \tau\left(\frac{1}{y}\right)
$$

We set $G(x)=\sigma(x) F^{(\beta)}(1 / x)$. Then $G$ is a bounded function on $\mathbb{R}_{*}^{d}$ with a bound independent of $\chi$ and $\sigma(x) F^{(\beta)}(x)=G(1 / x)$. We calculate the derivatives. With certain coefficients $c_{\nu}$ we have

$$
\sigma(x) F^{(\beta+q)}(x)=\sum_{\nu}^{\prime} c_{\nu} \frac{1}{x^{\nu+q}} G^{(\nu)}\left(\frac{1}{x}\right)
$$

where $\sum_{\nu}^{\prime}$ runs over $1 \leq \nu_{j} \leq q$. We choose $q=2 \alpha+3-\beta$. Replacing $x$ with $1 / x$ and $c_{\nu}$ with $-c_{\nu}$ we obtain

$$
\begin{equation*}
x^{\beta+1} \tau(x)=\sum_{\nu}^{\prime} c_{\nu} x^{\nu} G^{(\nu)}(x) \tag{4}
\end{equation*}
$$

We now analyze functions of type $x^{m+\nu} G^{(\nu)}(x)$ and claim
Lemma 2.9. Any such function can be written as a linear combination of the functions $\left(x^{m+j} G(x)\right)^{(j)}$ with $0 \leq j_{i} \leq \nu_{i}$ for all $i$.

Proof. For any $m \in \mathbb{Z}$ there are constants $c_{m, \nu, j}$ such that

$$
\left(x^{m+\nu} G(x)\right)^{(\nu)}=\sum_{j=0}^{\nu} c_{m, \nu, j} y^{m+\nu-j} G^{(\nu-j)}(x)
$$

and therefore, since $c_{m, \nu, 0}=1$,

$$
x^{m+\nu} G^{(\nu)}(x)=\left(x^{m+\nu} G(x)\right)^{(\nu)}-\sum_{j}^{\prime} c_{m, \nu, j} x^{m+\nu-j} G^{(\nu-j)}(x) .
$$

where $\sum_{j}^{\prime}$ runs over all $j$ with $j \neq 0$ and $0 \leq j_{i} \leq \nu_{i}$ for all $i$. Induction over $|\nu|$ yields the result.

End of the proof of Theorem 2.8. From Lemma 2.9 and (4) we obtain, with new constants $c_{j}$,

$$
\tau(x)=\sum_{|j|_{\infty} \leq p+2} c_{j}\left(x^{j}\left(x^{-\beta-1} G(x)\right)\right)^{(j)}
$$

We fix now $\chi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ with $\chi \geq 0$ and $\int \chi=1$. For $\varepsilon>0$ we set $\chi_{\varepsilon}=\varepsilon^{-d} \chi(x / \varepsilon), \tau_{\varepsilon}=T * \chi_{\varepsilon}$ and let $G_{\varepsilon}$ be the corresponding function. Then

$$
\begin{equation*}
\left(T * \chi_{\varepsilon}\right) \varphi=\int \tau_{\varepsilon}(x) \varphi(x) d x=\sum_{|j|_{\infty} \leq p+2} c_{j} \int x^{-\beta-1} G_{\varepsilon}(x) x^{j} \varphi^{(j)}(x) d x . \tag{5}
\end{equation*}
$$

We have $\lim _{\varepsilon \rightarrow 0}\left(T * \chi_{\varepsilon}\right) \varphi=T \varphi$. On the other hand, $\left\{G_{\varepsilon}: \varepsilon>0\right\}$ is bounded in $L_{\infty}\left(\mathbb{R}^{d}\right)=L_{1}\left(\mathbb{R}^{d}\right)^{\prime}$. Therefore there is $G \in L_{\infty}\left(\mathbb{R}^{d}\right)$ and a sequence $G_{\varepsilon_{n}}$ which converges to $G$ in the weak* topology with respect to $L_{1}\left(\mathbb{R}^{d}\right)$.

From (5) it then follows that

$$
\begin{aligned}
T \varphi & =\sum_{|j| \infty \leq p+2} c_{j} \int x^{-\beta-1} G(x) x^{j} \varphi^{(j)}(x) d x=\int\left(x^{-\beta-1} G(x)\right)(P(\theta) \varphi)(x) d x \\
& =\int\left(P(\theta)^{*}\left(x^{-\beta-1} G(x)\right) \varphi(x) d x .\right.
\end{aligned}
$$

Setting $t_{\beta}:=x^{-\beta-1} G(x)$ we have shown: For every $\beta$ there is a function $t_{\beta}$ such that $x^{\beta} t_{\beta} \in L_{\infty}\left(\mathbb{R}^{d}\right)$ and an Euler operator $Q(\theta):=P(\theta)^{*}$ such that $T=Q(\theta) t_{\beta}$. This completes the proof.

From Theorems 2.6 and 2.8 we obtain one of the main results of this paper:

Theorem 2.10. $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)=\left\{T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right): \operatorname{supp} T \subset W_{\varepsilon}\right.$ for some $\left.\varepsilon>0\right\}$.
3. The space $\mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$. We recall the definition: $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ if for any $k$ there are finitely many functions $t_{\beta}$ such that $\left(1+|x|^{2}\right)^{k / 2} t_{\beta} \in L_{\infty}\left(\mathbb{R}^{d}\right)$ and $T=\sum_{\beta} \theta^{\beta} t_{\beta}$.

The space $\mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$ of L. Schwartz may be defined by any of the following equivalent properties (see [7, §5, Théorème IX]). Let $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$. Then $T \in \mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$ if and only if (i) or (ii) below holds:
(i) For any $k$ there are finitely many functions $t_{\beta}$ such that $\left(1+|x|^{2}\right)^{k / 2} t_{\beta}$ $\in L_{\infty}\left(\mathbb{R}^{d}\right)$ and $T=\sum_{\beta} \partial^{\beta} t_{\beta}$.
(ii) For any $\chi \in \mathscr{D}\left(\mathbb{R}^{d}\right), T * \chi$ is a rapidly decreasing continuous function.

Without proof we state
LEMMA 3.1. $\mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right) \subset \mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right) \cap \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$.
This implies:
Lemma 3.2. If $\left.T\right|_{\mathbb{R}^{d} \backslash B_{R}}=\left.S\right|_{\mathbb{R}^{d} \backslash B_{R}}$ for some $R>0$ and $S \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ or $S \in \mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$ then $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ or $T \in \mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$, respectively.

Proof. $T=S+(T-S)$ and $T-S \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$.
Proposition 3.3.
(i) $\mathscr{O}_{C}^{\prime}(\mathbb{R}) \subset \mathscr{O}_{H}^{\prime}(\mathbb{R})$.
(ii) If $\operatorname{supp} T \subset W_{\varepsilon}$ for some $\varepsilon>0$ and $T \in \mathscr{O}_{C}^{\prime}\left(\mathbb{R}^{d}\right)$ then $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$.

Proof. (ii) It is enough to show the claim for $T=t_{\beta}^{(\beta)},\left(1+|x|^{2}\right)^{k / 2} t_{\beta}$ bounded. Set $\tau_{\beta}=\left(1 / x^{\beta}\right) t_{\beta}$. Then $\tau_{\beta}$ is decreasing even faster and $\left(x^{\beta} \tau_{\beta}\right)^{(\beta)}$ $=t_{\beta}^{(\beta)}$. Since $f \mapsto\left(x^{\beta} f\right)^{(\beta)}$ is an Euler operator, the proof of (ii) is complete.
(i) Choose $\chi \in \mathscr{D}[-1,1]$ with $\chi \equiv 1$ in a neighbourhood of 0 . For $T \in$ $\mathscr{O}_{C}^{\prime}(\mathbb{R})$ set $S=(1-\chi) T$. Then $\operatorname{supp} S \subset W_{\varepsilon}$ for some $\varepsilon>0$ and, due to Lemma 3.2, $S \in \mathscr{O}_{C}^{\prime}(\mathbb{R})$. By (ii) we have $S \in \mathscr{O}_{H}^{\prime}(\mathbb{R})$, and therefore, again by Lemma 3.2, $T \in \mathscr{O}_{H}^{\prime}(\mathbb{R})$.

The space $\mathscr{O}_{C}^{\prime}(\mathbb{R})$ is a proper subspace of $\mathscr{O}_{H}^{\prime}(\mathbb{R})$, as the following example shows.

EXAMPLE 3.4. If $T=e^{-i x}$, that is, $T \varphi=\int e^{-i x} \varphi(x) d x$, then we have (i) $T \notin \mathscr{O}_{C}^{\prime}(\mathbb{R})$, (ii) $T \in \mathscr{O}_{H}^{\prime}(\mathbb{R})$.

Proof. (i) Let $\chi \in \mathscr{D}(\mathbb{R})$. Then $(T * \chi)(x)=\int e^{-i \xi} \chi(x-\xi) d \xi=\hat{\chi}(-1) e^{-i x}$. By the second definition of $\mathscr{O}_{C}^{\prime}(\mathbb{R})$ (see above), $T \notin \mathscr{O}_{C}^{\prime}(\mathbb{R})$.
(ii) To show that $T \in \mathscr{O}_{H}^{\prime}(\mathbb{R})$ we choose $\chi \in \mathscr{D}[-1,1]$ with $\chi \equiv 1$ in a neighbourhood of 0 . For given $k$ we set $t_{k}(x)=\left(i^{k} / x^{k}\right)(1-\chi(x)) e^{-i x}$. Then $\left(1+x^{2}\right)^{k / 2} t_{k}(x)$ is bounded and $\left(x^{k} t_{k}(x)\right)^{(k)}=\left(i^{k}(1-\chi(x)) e^{-i x}\right)^{(k)}=$ $e^{-i x}+g(x)$ where $g$ has compact support. Hence $T=\left(x^{k} t_{k}(x)\right)^{(k)}-g$ where $g$ has compact support. This shows the result as above.

By Proposition 2.5 we know now that for $T$ as in Example 3.4 the function $T_{x} \varphi(x y), y \in \mathbb{R}_{*}$, extends to a $C^{\infty}$ function on $\mathbb{R}$. For this example we can make it explicit, even for higher dimensions, setting $e^{-i x}=e^{-i\left(x_{1}+\cdots+x_{d}\right)}$. For $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ and $y \in \mathbb{R}_{*}^{d}$ we set $F(y)=T_{x} \varphi(x y)$. We obtain, for all $y \in \mathbb{R}_{*}^{d}$,

$$
\begin{aligned}
\partial^{\alpha} F(y) & =\int e^{-i x} x^{\alpha} \varphi^{(\alpha)}(x y) d x=\frac{\sigma(y)}{y^{\alpha+1}} \int e^{-i(x / y)} x^{\alpha} \varphi^{(\alpha)}(x) d x \\
& =\frac{\sigma(y)}{y^{\alpha+1}} \widehat{x^{\alpha} \varphi^{(\alpha)}}\left(\frac{1}{y}\right)
\end{aligned}
$$

Since $\widehat{x^{\alpha} \varphi^{(\alpha)}} \in \mathscr{S}\left(\mathbb{R}^{d}\right)$ we obtain $\lim _{y \rightarrow y_{0}} F^{(\alpha)}(y)=0$ for every $y_{0} \in \mathbb{R}^{d} \backslash \mathbb{R}_{*}^{d}$. This means that if we denote the extended function again by $F$, then $F^{(\alpha)}(y)$ $=0$ on all coordinate hyperplanes and for all $\alpha$.

Returning to the one-dimensional case we present another example which we take from [7, §5, p. 100, (VII,5;1)].

ExAMPLE 3.5. If $T=e^{i \pi x^{2}}$ then $T \in \mathscr{O}_{C}^{\prime}(\mathbb{R})$ and therefore $T \in \mathscr{O}_{H}^{\prime}(\mathbb{R})$. The function $e^{i \pi x^{2}}$ is bounded, but its derivatives are not.
4. Eigenvalues. In this section we study Hadamard operators in terms of the representing distributions in $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$. A special case are the distributions in $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ with compact support.

As a consequence of Lemma 1.1, Theorem 1.5 and Corollary 2.2 we obtain:

TheOrem 4.1. For $T \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ the following are equivalent:
(i) $T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and the $\star$-homomorphism $N_{T}$ can be extended to a map in $\mathcal{M}\left(\mathbb{R}^{d}\right)$.
(ii) $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ and $L_{T}\left(\mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)\right) \subset \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$.
(iii) $T \in \mathscr{E}^{\prime}\left(\mathbb{R}_{*}^{d}\right)$.

In this case $m_{\alpha}=T_{x}\left(\sigma(x) / x^{\alpha+\mathbf{1}}\right)$.
Proof. (i) $\Rightarrow$ (ii): By assumption there is $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ such that $L(S)=$ $N_{T}(S)=S \star T$ for all $S \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$. Then $T=N_{T}\left(\delta_{\mathbf{1}}\right)=L\left(\delta_{\mathbf{1}}\right) \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$. By definition $N_{T}(S)=S \star T=L_{T}(S)$ for $S \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$.
(ii) $\Rightarrow$ (iii): By assumption $T=L_{T}\left(\delta_{\mathbf{1}}\right) \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$. Hence $T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right) \cap$ $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)=\mathscr{E}^{\prime}\left(\mathbb{R}_{*}^{d}\right)$, by Corollary 2.2 .
(iii) $\Rightarrow$ (i): By Corollary $2.2 T \in \mathscr{E}^{\prime}\left(\mathbb{R}_{*}^{d}\right) \subset \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ and we have $L_{T}(S)=$ $S \star T=N_{T}(S) \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ for $S \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$.

Moreover

$$
\begin{aligned}
L_{T}\left(\xi^{\alpha}\right)[\varphi] & =\int \xi^{\alpha}\left(T_{x} \varphi(x \xi)\right) d \xi=T_{x}\left(\frac{1}{x^{\alpha}} \int(x \xi)^{\alpha} \varphi(x \xi) d \xi\right) \\
& =T_{x}\left(\frac{\sigma(x)}{x^{\alpha+1}} \int \eta^{\alpha} \varphi(\eta) d \eta\right)=\int\left(m_{\alpha} \eta^{\alpha}\right) \varphi(\eta) d \eta
\end{aligned}
$$

This shows that $L_{T}\left(\xi^{\alpha}\right)=m_{\alpha} \xi^{\alpha}$ with $m_{\alpha}=T_{x}\left(\sigma(x) / x^{\alpha+\mathbf{1}}\right)$.
Notice that the interchange of $T$ and the integral is clear since $T \in$ $\mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$. For $T$ with non-compact support this is more complicated. We further study operators represented by distributions in $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$. By Theorems 1.5 and 2.10 we know that they define operators $L_{T} \in L\left(\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)\right)$ commuting with dilations. We show that these are, in fact, Hadamard operators.

Theorem 4.2. If $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$, then $L_{T}$ is an Hadamard operator with eigenvalues $m_{\alpha}=T_{x}\left(\sigma(x) / x^{\alpha+\mathbf{1}}\right)$.

Proof. It remains to show that all monomials are eigenvectors of $L_{T}$. It is sufficient to assume that $T=(-1)^{|k|}\left(x^{k} \tau\right)^{(k)}$, where $\tau \in L_{1}\left(\mathbb{R}^{d}\right)$ and $k \in \mathbb{N}_{0}^{d}$. Then the function

$$
f(x, \xi)=\xi^{\alpha} \tau(x) \xi^{k} \varphi^{(k)}(x \xi)
$$

is in $L_{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. To see this let $\operatorname{supp} \varphi \subset B_{R}$. Then $f(x, \xi) \neq 0$ only if $\left|x_{j}\right| \geq \varepsilon$ and $\left|x_{j} \xi_{j}\right| \leq R$ for all $j$, hence only for $\left|\xi_{j}\right| \leq R / \varepsilon$ for all $j$. We have

$$
\begin{aligned}
\int \xi^{\alpha} T_{x} \varphi(x \xi) d \xi & =\int \xi^{\alpha}\left(\int \tau(x)(x \xi)^{k} \varphi^{(k)}(x \xi) d x\right) d \xi \\
& =\int \tau(x) \frac{1}{x^{\alpha}}\left(\int(x \xi)^{\alpha+k} \varphi^{(k)}(x \xi) d \xi\right) d x \\
& =\int \tau(x) \frac{\sigma(x)}{x^{\alpha+1}}\left(\int \eta^{\alpha+k} \varphi^{(k)}(\eta) d \eta\right) d x \\
& =\int \tau(x) \frac{\sigma(x)}{x^{\alpha+1}}(-1)^{|k|} \frac{(\alpha+k)!}{\alpha!}\left(\int \eta^{\alpha} \varphi(\eta) d \eta\right) d x
\end{aligned}
$$

Therefore

$$
\int \xi^{\alpha} T_{x} \varphi(x \xi) d \xi=\int\left(m_{\alpha} \eta^{\alpha}\right) \varphi(\eta) d \eta
$$

where

$$
m_{\alpha}=(-1)^{|k|} \frac{(\alpha+k)!}{\alpha!} \int \tau(x) \frac{\sigma(x)}{x^{\alpha+1}} d x
$$

Taking into account that for $x$ with $\min _{j}\left|x_{j}\right|>0$,

$$
x^{k}\left(\frac{\sigma(x)}{x^{\alpha+1}}\right)^{(k)}=(-1)^{|k|} \frac{(\alpha+k)!}{\alpha!} \frac{\sigma(x)}{x^{\alpha+1}}
$$

we finally obtain $m_{\alpha}=T\left(\sigma(x) / x^{\alpha+\mathbf{1}}\right)$, which proves the result.
REMARK. In the proof we needed only very weak assumptions on $T$. Under these, $\varphi \mapsto T_{x} \varphi(x y)$ might not send $\mathscr{D}\left(\mathbb{R}^{d}\right)$ into $\mathscr{D}\left(\mathbb{R}^{d}\right)$, hence its adjoint sends something much smaller to $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, but it sends $\xi^{\alpha}$ to $m_{\alpha} \xi^{\alpha}$ for all $\alpha \in \mathbb{N}_{0}^{d}$.
5. Hadamard operators in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and in $C^{\infty}\left(\mathbb{R}^{d}\right)$. We now study the problem when an Hadamard operator $M$ on $C^{\infty}\left(\mathbb{R}^{d}\right)$ extends to an operator on $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and, on the other hand, when an operator $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ leaves $C^{\infty}\left(\mathbb{R}^{d}\right)$ invariant, that is, $L\left(C^{\infty}\left(\mathbb{R}^{d}\right)\right) \subset C^{\infty}\left(\mathbb{R}^{d}\right)$.

We start with the latter question, which has a rather straightforward answer.

THEOREM 5.1. If $T \in \mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ then $L_{T} \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ and $L_{T}\left(C^{\infty}\left(\mathbb{R}^{d}\right)\right) \subset$ $C^{\infty}\left(\mathbb{R}^{d}\right)$.

Proof. We may assume $T=P(\theta) t$ where $t \in L_{1}\left(\mathbb{R}^{d}\right)$ with $\operatorname{supp} t \subset W_{\varepsilon}$ for some $\varepsilon>0$ and $P(\theta)$ is an Euler operator. Let $P^{*}(\theta)$ denote the formal adjoint of $P(\theta)$ which is again an Euler operator. Then for $f \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ the function

$$
f(y) t(x) P^{*}(\theta)_{x} \varphi(x y), \quad x, y \in \mathbb{R}^{d}
$$

is in $L_{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. Using the fact that Euler operators commute with dilations, we obtain

$$
\begin{aligned}
\left(L_{T} f\right) \varphi & =\int f(y)\left(\int t(x) P^{*}(\theta)_{x} \varphi(x y) d x\right) d y \\
& =\iint f(y) t(x)\left(P^{*}(\theta) \varphi\right)(x y) d x d y
\end{aligned}
$$

We apply the substitution $x y=\eta, y=\xi \eta$ with Jacobian determinant $\frac{(-1)^{d}}{\xi_{1} \cdots \xi_{d}}$ :

$$
\left(L_{T} f\right) \varphi=\int\left(\int f(\xi \eta) t\left(\frac{1}{\xi}\right) \frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}} d \xi\right)\left(P^{*}(\theta) \varphi\right)(\eta) d \eta
$$

We have shown that on $C^{\infty}\left(\mathbb{R}^{d}\right)$ we have $L_{T}=P(\theta) \circ M_{T \#}$ where

$$
T^{\#}=t\left(\frac{1}{\xi}\right) \frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}}
$$

Notice that $t\left(\frac{1}{\xi}\right) \frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}}$ is an $L_{1}\left(\mathbb{R}^{d}\right)$-function with compact support, hence $T^{\#} \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$.

Remark. As in Theorem4.2, we needed much weaker assumptions than $T \in \mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ (cf. the remark at the end of Section 4 ). This corresponds to the fact that not all Hadamard operators in $C^{\infty}\left(\mathbb{R}^{d}\right)$ extend to operators in $\mathcal{M}\left(\mathbb{R}^{d}\right)$, as the following proposition shows:

Proposition 5.2. If $\operatorname{supp} T=\{0\}$ and $T \neq 0$ then $M_{T}$ cannot be extended to a map in $\mathcal{M}\left(\mathbb{R}^{d}\right)$

Proof. If $T=\sum_{\beta} c_{\beta} \delta^{(\beta)}$ then $M_{T}(f)[x]=\sum_{\beta} c_{\beta}(-1)^{|\beta|} f^{(\beta)}(0) x^{\beta}$, hence $R\left(M_{T}\right) \subset E=\operatorname{span}\left\{x^{\beta}: \beta \in e\right\}$ where $e$ is a finite set. Assume $L \in \mathcal{M}\left(\mathbb{R}^{d}\right)$ and $\left.L\right|_{C^{\infty}\left(\mathbb{R}^{d}\right)}=M_{T}$. Since $E$ is closed in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ and $C^{\infty}\left(\mathbb{R}^{d}\right)$ is dense in $\mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$, we have $R(L) \subset E$, and this implies that $L(S)=\sum_{\beta} S\left(\varphi_{\beta}\right) x^{\beta}$ for all $S \in \mathscr{D}^{\prime}\left(\mathbb{R}^{d}\right)$ where $\varphi_{\beta} \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ for all $\beta \in e$. This implies $c_{\beta}(-1)^{\beta} f^{(\beta)}(0)=$ $\int f(\xi) \varphi_{\beta}(\xi) d \xi$ for all $\beta \in e$ and $f \in C^{\infty}\left(\mathbb{R}^{d}\right)$, which is possible only if $c_{\beta}=0$ for all $\beta \in e$, that is, $T=0$.

To study the problem which Hadamard operators on $C^{\infty}\left(\mathbb{R}^{d}\right)$ extend to operators in $\mathcal{M}\left(\mathbb{R}^{d}\right)$ we consider an operator $M=M_{T} \in M\left(\mathbb{R}^{d}\right)$ with $T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$. We may assume that $T=(-1)^{|\beta|} t^{(\beta)}$ where $t \in L_{1}\left(\mathbb{R}^{d}\right)$ with compact support.

Here we assume that $f \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and $\varphi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$. Then the function

$$
t(x) \varphi(y) y^{\beta} f^{(\beta)}(x y), \quad x, y \in \mathbb{R}^{d}
$$

is in $L_{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. We use the same coordinate transformation as above. Then the function

$$
\frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}} t\left(\frac{1}{\xi}\right) \varphi(\xi \eta)(\xi \eta)^{\beta} f^{(\beta)}(\eta), \quad \xi, \eta \in \mathbb{R}^{d}
$$

is again in $L_{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$. By Fubini's theorem and the change of variables we obtain

$$
\begin{aligned}
\int \varphi(y)\left\{\int t(x) y^{\beta} f^{(\beta)}(x y) d x\right\} & d y=\iint t(x) \varphi(y) y^{\beta} f^{(\beta)}(x y) d x d y \\
& =\iint \frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}} t\left(\frac{1}{\xi}\right) \varphi(\xi \eta)(\xi \eta)^{\beta} f^{(\beta)}(\eta) d \xi d \eta \\
& =\int\left(\int \frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}} t\left(\frac{1}{\xi}\right) \xi^{\beta} \varphi(\xi \eta) d \xi\right)(P(\theta) f)(\eta) d \eta \\
& =\int(P(\theta) f)(\eta) S_{\xi} \varphi(\xi \eta) d \eta
\end{aligned}
$$

where $P(\theta) f(\eta)=\xi^{\beta} f^{(\beta)}(\eta)$ and the distribution $S$ is defined by

$$
S=\frac{\sigma(\xi)}{\xi_{1} \cdots \xi_{d}} \xi^{\beta} t\left(\frac{1}{\xi}\right)
$$

Our problem now boils down to the question: when is $S$ in $\mathscr{D}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$ ? Then we have

$$
M_{T}=L_{S} \circ f(\theta)
$$

Since clearly $\operatorname{supp} S \subset W_{\varepsilon}$ for some $\varepsilon>0$, the question is: when does $\eta \mapsto S_{\xi} \varphi(\xi \eta), \eta \in \mathbb{R}_{*}^{d}$, extend to a function in $C^{\infty}\left(\mathbb{R}^{d}\right)$ ?

Sufficient for that is that $\frac{\xi^{\gamma}}{\xi_{1} \cdots \xi_{d}} t\left(\frac{1}{\xi}\right) \in L_{1}\left(\mathbb{R}^{d}\right)$ for all $\gamma \in \mathbb{N}_{0}^{d}$, and this is equivalent to

$$
x^{-\gamma} t(x) \in L_{1}\left(\mathbb{R}^{d}\right) \quad \text { for all } \gamma \in \mathbb{N}_{0}^{d}
$$

We have shown:
THEOREM 5.3. If $T \in \mathscr{E}^{\prime}\left(\mathbb{R}^{d}\right)$ and there are finitely many functions $t_{\beta} \in$ $L_{1}\left(\mathbb{R}^{d}\right)$ with compact support such that $T=\sum_{\beta} t_{\beta}^{(\beta)}$ and $x^{-\gamma} t_{\beta}(x) \in L_{1}\left(\mathbb{R}^{d}\right)$ for all $\gamma \in \mathbb{N}_{0}^{d}$ then $M_{T}: C^{\infty}\left(\mathbb{R}^{d}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{d}\right)$ extends to a map in $\mathcal{M}\left(\mathbb{R}^{d}\right)$.

A condition on the behaviour of $T$ at 0 is necessary, as we have seen in Proposition 5.2 .

That in the assumptions for Theorem 5.3 we need a strong vanishing condition at zero and that a condition in the spirit of the $\mathscr{O}_{H}^{\prime}\left(\mathbb{R}^{d}\right)$-condition is not sufficient is shown by the following easy example.

Example 5.4. For any $p \in \mathbb{N}_{0}$ we define a function $t_{p}$ as follows: $t_{p}(x)=0$ for $x<0, t(x)=\chi(x) x^{p} / p$ ! for $x \geq 0$ where $\chi \in \mathscr{D}\left(\mathbb{R}^{d}\right)$ and $\chi \equiv 1$ in a neighbourhood of 0 . Then $\delta=t_{p}^{(p)}+t_{0}$ where $t_{0} \in \mathscr{D}(] 0, \infty[)$. So for any $p$ the distribution $\delta$ is a sum of derivatives of functions with zeroes of order $p$ at 0 , but $M_{\delta}$ does not extend to an operator in $\mathcal{M}\left(\mathbb{R}^{d}\right)$ (see Proposition 5.2).
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