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Summary. We use two different but related types of generalized Stern polynomials, recently introduced by the authors, to give complete characterizations of all hyperbinary expansions of a given positive integer. We also derive explicit formulas for these generalized Stern polynomials and use them to establish further characterizations of hyperbinary expansions, using binomial coefficients. We then introduce a 2-parameter analogue of the two types of polynomials, which leads to more explicit versions of earlier results. Finally, we explore further generalizations of the polynomials studied in this paper.

1. Introduction. The Stern sequence, also known as Stern’s diatomic sequence, is one of the most remarkable integer sequences in number theory and combinatorics. Using the notation \((a(n))_{n \geq 0}\), it can be defined by \(a(0) = 0\), \(a(1) = 1\), and for \(n \geq 1\) by

\[
\begin{align*}
    a(2n) &= a(n), \\
    a(2n + 1) &= a(n) + a(n + 1).
\end{align*}
\]

Numerous properties and references can be found, e.g., in [2], [13 A002487], or [14]. This integer sequence was independently extended to two different concepts of Stern polynomials: one type was introduced in [8], and another type was defined in [11] and further studied in [9, 16, 17, 18, 20, 21]. More recently, the present authors extended these two polynomial sequences as follows (see [6, 7]).
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**Definition 1.1.** Let \( t \) be a fixed positive integer parameter.

(a) The *type-1 generalized Stern polynomials* \( a_{1,t}(n; z) \) are polynomials in \( z \) defined by \( a_{1,t}(0; z) = 0, \ a_{1,t}(1; z) = 1, \) and for \( n \geq 1 \) by
\[
\begin{align*}
(1.2) \quad & a_{1,t}(2n; z) = z a_{1,t}(n; z^t), \\
(1.3) \quad & a_{1,t}(2n + 1; z) = a_{1,t}(n; z^t) + a_{1,t}(n + 1; z^t).
\end{align*}
\]

(b) The *type-2 generalized Stern polynomials* \( a_{2,t}(n; z) \) are polynomials in \( z \) defined by \( a_{2,t}(0; z) = 0, \ a_{2,t}(1; z) = 1, \) and for \( n \geq 1 \) by
\[
\begin{align*}
(1.4) \quad & a_{2,t}(2n; z) = a_{2,t}(n; z^t), \\
(1.5) \quad & a_{2,t}(2n + 1; z) = z a_{2,t}(n; z^t) + a_{2,t}(n + 1; z^t).
\end{align*}
\]

See Table 1 for the first 16 of each of these polynomials. By comparing (1.2)–(1.5) with (1.1), we see that for \( z = 1 \) both sequences reduce to Stern’s diatomic sequence, i.e.,
\[
(1.6) \quad a_{1,t}(n; 1) = a_{2,t}(n; 1) = a(n) \quad (t \geq 1, \ n \geq 0).
\]

Furthermore, the sequences \( a_{1,1}(n; z) \) and \( a_{2,2}(n; z) \) are the Stern polynomials introduced in [11] and in [8], respectively.

**Table 1.** \( a_{1,t}(n; z) \) and \( a_{2,t}(n; z) \), \( 1 \leq n \leq 16 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( a_{1,t}(n; z) )</th>
<th>( a_{2,t}(n; z) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>( z )</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>( 1 + z^t )</td>
<td>( 1 + z )</td>
</tr>
<tr>
<td>4</td>
<td>( z^t + 1 )</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>( 1 + z^t + z^{t^2} )</td>
<td>( 1 + z + z^t )</td>
</tr>
<tr>
<td>6</td>
<td>( z + z^{t^2 + 1} )</td>
<td>( 1 + z^t )</td>
</tr>
<tr>
<td>7</td>
<td>( 1 + z^{t^2} + z^{t^2+t} )</td>
<td>( 1 + z + z^{t+1} )</td>
</tr>
<tr>
<td>8</td>
<td>( z^{t^2+t+1} )</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>( 1 + z^{t^2} + z^{t^2+t} + z^{t^3} )</td>
<td>( 1 + z + z^t + z^{t^2} )</td>
</tr>
<tr>
<td>10</td>
<td>( z + z^{t^2+1} + z^{t^3+1} )</td>
<td>( 1 + z^t + z^{t^2} )</td>
</tr>
<tr>
<td>11</td>
<td>( 1 + z^t + z^{t^2} + z^{t^3 + t} )</td>
<td>( 1 + z + z^{t+1} + z^{t^2} + z^{t^2+1} )</td>
</tr>
<tr>
<td>12</td>
<td>( z^{t+1} + z^{t^3+1} )</td>
<td>( 1 + z^{t^2} )</td>
</tr>
<tr>
<td>13</td>
<td>( 1 + z^t + z^{t^3 + t} + z^{t^3+t^2} )</td>
<td>( 1 + z + z^t + z^{t^2+1} + z^{t^2+t} )</td>
</tr>
<tr>
<td>14</td>
<td>( z + z^{t^3+1} + z^{t^3+t^2 + 1} )</td>
<td>( 1 + z^t + z^{t^2+t} )</td>
</tr>
<tr>
<td>15</td>
<td>( 1 + z^{t^3} + z^{t^3+t^2} + z^{t^3+t^2+t} )</td>
<td>( 1 + z + z^{t+1} + z^{t^2+t+1} )</td>
</tr>
<tr>
<td>16</td>
<td>( z^{t^3+t^2+t+1} )</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 indicates that both sequences of polynomials have a special structure. While it is easily seen that for \( t = 1 \) the exponents in a given polynomial can coincide, for \( t \geq 2 \) the situation is quite different.
Theorem 1.1 ([5], [7]). For integers \( t \geq 2 \) and \( n \geq 0 \), the coefficients of \( a_{1,t}(n; z) \) and \( a_{2,t}(n; z) \) are only 0 or 1. Furthermore, all exponents of \( z \) are polynomials in \( t \) with only 0 or 1 as coefficients.

This result and (1.6) show that the number of terms of both polynomials is given by the Stern number \( a(n) \).

Certain subsequences of both \( a_{1,t}(n; z) \) and \( a_{2,t}(n; z) \) were recently applied by the authors in two different settings, namely tilings, colorings and lattice paths [6], and continued fractions [7]. This paper, however, along with a previous study [5], is concerned with a combinatorial object that has long been connected with Stern’s diatomic sequence, namely the concept of hyperbinary representations or expansions.

A hyperbinary expansion of an integer \( n \geq 1 \) is an expansion of \( n \) as a sum of powers of 2, each power being used at most twice.

Example 1. The hyperbinary expansions of \( n = 10 \) are

\[
(1.7) \quad 8 + 2, \quad 8 + 1 + 1, \quad 4 + 4 + 2, \quad 4 + 4 + 1 + 1, \quad 4 + 2 + 2 + 1 + 1,
\]

an example we are going to use throughout much of this paper. One of the hyperbinary expansions is always the unique binary expansion, e.g., \( 8 + 2 \) among the expansions in (1.7).

Within the framework of a more general study of binary partition functions, Reznick [14, Theorem 5.2] proved the following fundamental result.

Theorem 1.2 ([14]). The number of hyperbinary expansions of an integer \( n \geq 1 \) is given by the Stern number \( a(n+1) \).

As an example of this result, consider \( n = 10 \). We have \( a(11) = 5 \) (see Table 1), which is consistent with Example 1.

It is the main purpose of this paper to extend Theorem 1.2 in several directions, thus also extending other known results. In Section 2 we will see that both types of the generalized Stern polynomials can be used to characterize all \( a(n+1) \) hyperbinary expansions of \( n \) in two different ways. In Section 3 we use a known connection, due to Carlitz, between the Stern sequence and certain binomial coefficients as a point of departure to prove explicit formulas for both types of generalized Stern polynomials. These formulas will then be used to derive two different but related characterizations of hyperbinary expansions, using binomial coefficients. In Section 4 we define a 2-parameter extension of both types of generalized Stern polynomials, which gives rise to an even more explicit characterization of hyperbinary expansions. We conclude this paper with some additional remarks in Section 5.
2. Two views of hyperbinary expansions. In this section we will see that Reznick’s Theorem 1.2 can be extended in two different but related directions, and this is where both types of generalized Stern polynomials enter in their full generality. We begin by quoting some known results.

2.1. Counting repeated powers of 2. Reznick’s theorem was first refined by Bates and Mansour [1] and independently by Stanley and Wilf [19]. They proved results that are equivalent to the following version, as given in [5], where the type-2 generalized Stern polynomials are used.

**Theorem 2.1 ([1], [19]).** Given an integer \( n \geq 1 \), write

\[
a_{2,1}(n+1; z) = \sum_{j \geq 0} c_{n,j} z^j.
\]

Then for each \( j \geq 0 \), \( c_{n,j} \) is the number of hyperbinary expansions of \( n \) that have exactly \( j \) repeated powers of \( 2 \).

**Example 2.** Consider again \( n = 10 \), with the hyperbinary expansions (1.7). Since binary expansions are unique, we always have \( c_{n,0} = 1 \). Further, \( 8 + 1 + 1 \) and \( 4 + 4 + 2 \) have exactly one repeated power of \( 2 \), so \( c_{10,1} = 2 \). Next, \( 4 + 4 + 1 + 1 \) and \( 4 + 2 + 2 + 1 + 1 \) have exactly two repeated powers of \( 2 \), and thus \( c_{10,2} = 2 \). So finally, the right-hand side of (2.1) is \( 1+2z+2z^2 \), which according to Table 1 is indeed \( a_{2,1}(11; z) \).

Using the structure of the generalized Stern polynomials \( a_{2,t}(n; z) \) (see Theorem 1.1), we can further refine Theorem 2.1 by giving complete characterizations of all hyperbinary expansions of a given integer \( n \geq 1 \).

**Theorem 2.2 ([5]).** Given an integer \( n \geq 1 \), let \( \mathcal{P}_2(n+1) \) be the set of exponents of \( z \) in \( a_{2,t}(n+1; z) \), i.e.,

\[
a_{2,t}(n+1; z) = \sum_{p \in \mathcal{P}_2(n+1)} z^{p(t)}.
\]

Then each hyperbinary expansion of \( n \) corresponds to exactly one polynomial in \( \mathcal{P}_2(n+1) \), as follows: if

\[
p(t) = t^{\alpha_1} + \cdots + t^{\alpha_r} \in \mathcal{P}_2(n+1), \quad r \geq 0, \quad 0 \leq \alpha_1 < \cdots < \alpha_r,
\]

then exactly the powers \( 2^{\alpha_1}, \ldots, 2^{\alpha_r} \) are repeated in the expansion. Here \( r = 0 \) corresponds to the zero polynomial, and thus to the case of no repeated powers, i.e., the unique binary expansion.

**Example 3.** We continue with the case \( n = 10 \). Table 1 gives us

\[
\mathcal{P}_2(11) = \{0, 1, 1 + t, t^2, 1 + t^2\}.
\]

Accordingly, the five hyperbinary expansions are characterized by the following repeated powers of \( 2 \):
• none, so $10 = 2 + 8$;
• $2^0$, so $10 = 1 + 1 + 8$;
• $2^0$ and $2^1$, so $10 = 1 + 1 + 2 + 2 + 4$;
• $2^2$, so $10 = 2 + 4 + 4$;
• $2^2$ and $2^3$, so $10 = 1 + 1 + 4 + 4$.

2.2. Counting non-repeated powers of 2. Early on in [11], Klavžar et al. used their newly defined Stern polynomials to prove what amounts to a close analogue to Theorem 2.1. In fact, their result predates Theorem 2.1 by a few years. Using our notation, it can be stated as follows.

**Theorem 2.3 ([11])**. Given an integer $n \geq 1$, write

$$a_{1,1}(n + 1; z) = \sum_{j \geq 0} d_{n,j} z^j.$$  

Then for each $j \geq 0$, $d_{n,j}$ is the number of hyperbinary expansions of $n$ that have exactly $j$ non-repeated powers of 2.

Just as Theorem 2.2 is a refinement of Theorem 2.1, we will now prove an analogous refinement of Theorem 2.3. This is the first new result in this paper.

**Theorem 2.4.** Given an integer $n \geq 1$, let $P_1(n + 1)$ be the set of exponents of $z$ in $a_{1,t}(n + 1; z)$, i.e.,

$$a_{1,t}(n + 1; z) = \sum_{p \in P_1(n+1)} z^{p(t)}.$$

Then each hyperbinary expansion of $n$ corresponds to exactly one polynomial in $P_1(n + 1)$, as follows: if

$$p(t) = t^{\alpha_1} + \cdots + t^{\alpha_r} \in P_1(n+1), \quad r \geq 0, \quad 0 \leq \alpha_1 < \cdots < \alpha_r,$$

then exactly the powers $2^{\alpha_1}, \ldots, 2^{\alpha_r}$ are not repeated in the expansion. Here $r = 0$ corresponds to the zero polynomial, and thus to the case of all powers being repeated, that is, the unique case given by the binary expansion of $n/2$, when $n$ is even.

Before proving this result, we illustrate it with our standard example.

**Example 4.** Continuing with $n = 10$, we note that Table 1 gives us $P_1(11) = \{0, t, t^2, t^3, t + t^3\}$.

The five hyperbinary expansions are then characterized by the non-repeated powers of 2 as follows:

• none, so $10 = 1 + 1 + 4 + 4$;
• $2^1$, so $10 = 2 + 4 + 4$;
• $2^2$, so $10 = 1 + 1 + 2 + 2 + 4$;
• $2^3$, so $10 = 1 + 1 + 8$;
• $2^1$ and $2^3$, so $10 = 2 + 8$. 

Proof of Theorem 2.4. We prove this by induction on \( n \). For \( n = 1 \), the only hyperbinary expansion (HBE) is 1 itself. On the other hand, \( a_{1,t}(2; z) = z \), so \( \mathcal{P}_1(2) = \{t^0\} \), indicating that \( 2^0 = 1 \) is not repeated, as required.

For \( n = 2 \), we have the two HBEs 2 and 1 + 1, while on the other hand \( a_{1,t}(3; z) = 1 + z^t \), so \( \mathcal{P}_1(3) = \{0, t^1\} \). This indicates that one HBE has no non-repeated powers of 2 and the other has \( 2^1 \) as only non-repeated power, which is again as required.

For the induction step we assume that the statement of Theorem 2.4 holds up to some \( n - 1 \geq 2 \). We distinguish between two cases.

(a) Suppose that \( n \) is odd, say \( n = 2k + 1 \). Then each HBE of \( n \) contains exactly one copy of \( 2^0 \), and we assume that in a given HBE of \( n \) the powers
\[
2^0, 2^{\alpha_2}, \ldots, 2^{\alpha_r}, \quad r \geq 1, \quad 0 < \alpha_2 < \cdots < \alpha_r,
\]
are not repeated, where \( r = 1 \) means that only \( 2^0 \) is not repeated. Now subtract the part \( 2^0 \) from each HBE of \( n \) and divide by 2. Then the HBE of \( n \) with the property \( (2.5) \) corresponds to the HBE of \( \frac{1}{2}(n - 1) = k \) where the powers
\[
2^{\alpha_2-1}, \ldots, 2^{\alpha_r-1}, \quad r \geq 1, \quad 0 < \alpha_2 < \cdots < \alpha_r,
\]
are not repeated. By the induction hypothesis, we have
\[
a_{1,t}(k + 1; z) = \sum_{p \in \mathcal{P}_1(k+1)} z^{p(t)},
\]
with
\[
p(t) = t^{\alpha_2-1} + \cdots + t^{\alpha_r-1}, \quad r \geq 1, \quad 0 \leq \alpha_2 < \cdots < \alpha_r,
\]
as element of the set \( \mathcal{P}_1(k + 1) \). Also note that the relationship between the HBEs of \( n \) with property \( (2.5) \) and those of \( k \) with property \( (2.6) \) is a bijection. On the other hand, by \( (1.2) \) with \( n \) replaced by \( k + 1 \) we have
\[
a_{1,t}(n + 1; z) = a_{1,t}(2k + 2; z) = za_{1,t}(k + 1; z^t).
\]
This means that each \( p \in \mathcal{P}_1(k+1) \) of the form \( (2.7) \) corresponds to the exponent polynomial
\[
1 + t^{\alpha_2} + \cdots + t^{\alpha_r} \in \mathcal{P}_1(n + 1),
\]
and vice versa. This, in turn, corresponds to the HBE of \( n \) with property \( (2.5) \), which completes the proof of this case.

(b) Suppose now that \( n \) is even, say \( n = 2k \). Then the HBEs of \( n \) fall into two categories:

(i) Those that have no part \( 2^0 \), and the powers
\[
2^{\alpha_1}, \ldots, 2^{\alpha_r}, \quad r \geq 0, \quad 0 < \alpha_2 < \cdots < \alpha_r,
\]
are not repeated, where \( r = 0 \) indicates that there are no non-repeated powers of 2.
(ii) Those that have a repeated part 2^0, and the powers
\[2^{\beta_1}, \ldots, 2^{\beta_s}, \quad s \geq 0, \quad 0 < \beta_2 < \cdots < \beta_s,\]
are not repeated, with the case \(s = 0\) again indicating that there are no non-repeated powers of 2.

Now, using the same argument as in part (a), we conclude that there is a one-to-one correspondence between all HBEs of \(n\) in (i) and those of \(n/2 = k\) with powers \(2^{\alpha_2-1}, \ldots, 2^{\alpha_r-1}\) not repeated. Similarly, by removing the double 2^0 from all HBEs of \(n\) in (ii), we see that there is a one-to-one correspondence between these and the HBEs of \(\frac{1}{2}(n-2) = k-1\) with powers \(2^{\beta_2-1}, \ldots, 2^{\beta_s-1}\) not repeated.

Finally, by (1.3) with \(n\) replaced by \(k\), we have
\[
(2.8) \quad a_{1,t}(2k+1; z) = a_{1,t}(k+1; z^t) + a_{1,t}(k; z^t).
\]
Using the same arguments as in part (a), along with the induction hypothesis, we see that the left-hand side of (2.8) represents all HBEs of \(n = 2k\) with properties (i) and (ii). This completes the proof by induction.

3. Connections with binomial coefficients. In addition to the connection between hyperbinary expansions and Stern’s diatomic sequence given in Theorem 1.2, there is also an interesting connection with binomial coefficients. The following result was proved by Carlitz [3, p. 17] in different notation and in connection with a wider study of certain polynomial sequences.

**Theorem 3.1 (3).** For a fixed \(n \geq 0\), the number of odd binomial coefficients \(\binom{n-k}{k}\) is given by the Stern number \(a(n+1)\).

This can be rewritten by considering binomial coefficients modulo 2, as follows:
\[
\binom{n}{k}^* \equiv \binom{n}{k} \pmod{2}, \quad \binom{n}{k}^* \in \{0, 1\}.
\]
Then Theorem 3.1 can be stated as
\[
(3.1) \quad a(n+1) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k}^*,
\]
which was earlier obtained in [10, p. 319]. We will now extend this identity in two different but related directions, as we did in Subsections 2.1 and 2.2.

3.1. Counting repeated powers of 2. A first polynomial analogue of the identity (3.1) was given in [5] as
\[
(3.2) \quad a_{2,2}(n+1; z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k}^* z^k.
\]
For a further extension to type-2 generalized Stern polynomials, and also for the next subsection, we require the following definition.

**Definition 3.1.** Let \( n \geq 0 \) be an integer, and let \( n = \sum_{j \geq 0} c_j 2^j, \ c_j \in \{0, 1\} \), be the binary expansion of \( n \). Then for integers \( t \geq 1 \) we define

\[
d_t(n) := \sum_{j \geq 0} c_j t^j.
\]

Various small values of \( d_t(n) \) can be found in [5, Table 2], with references to entries in the OEIS [13]. In particular, \( d_1(n) \) gives the **binary weight** or **Hamming weight** of \( n \), obviously \( d_2(n) = n \), and \( d_4(n) \) is known as the **Moser–de Bruijn sequence**. Furthermore, the definition (3.3) immediately implies the identities

\[
d_t(2n) = td_t(n), \quad d_t(2n + 1) = td_t(n) + 1.
\]

We can now quote the following extension of (3.1) and (3.2), which can also be seen as an explicit formula for the type-2 generalized Stern polynomials.

**Theorem 3.2** ([5]). For integers \( t \geq 1 \) and \( n \geq 0 \) we have

\[
a_{2,t}(n + 1; z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k}^* z^{d_t(k)}.
\]

This was then used in [5] to prove the following result, which again brings in the hyperbinary expansions.

**Theorem 3.3** ([5]). Let \( n \geq 2 \) be an integer and denote by \( k_1, \ldots, k_\nu \) those integers \( 0 \leq k \leq \lfloor n/2 \rfloor \) for which \( \binom{n-k}{k} \) is odd. Then each hyperbinary expansion of \( n \) corresponds to exactly one \( k_j, j = 1, \ldots, \nu \), as follows: the powers of 2 in the binary expansion of \( k_j \) are exactly the repeated powers of 2 in a hyperbinary expansion of \( n \).

**Example 5.** Considering again \( n = 10 \), we find that \( \binom{10-k}{k} \) is odd for \( k = 0, 1, 3, 4, \) and 5. Accordingly, the four proper hyperbinary expansions of \( n = 10 \) are characterized as follows:

- \( k_1 = 0 \), so \( 10 = 8 + 2 \);
- \( k_2 = 1 \), so \( 10 = 8 + 1 + 1 \);
- \( k_3 = 3 \), so \( 10 = 4 + 2 + 2 + 1 + 1 \);
- \( k_4 = 4 \), so \( 10 = 4 + 4 + 2 \);
- \( k_5 = 5 \), so \( 10 = 4 + 4 + 1 + 1 \).

**3.2. Counting non-repeated powers of 2.** The second extension of (3.1), which provides an explicit formula for the type-1 generalized Stern polynomials, turns out to be remarkably similar in shape to its type-2 analogue (3.5). Once again the class of sequences \( d_t(n) \) is used.
Theorem 3.4. For integers \( t \geq 1 \) and \( n \geq 0 \) we have
\[
a_{1,t}(n+1; z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k}^* z^{d_t(n-2k)}.
\]

Proof. The method of proof is similar to that of (3.5), given in [5]. In particular, we use the following identity, valid for non-negative integers \( m,n \) and \( a,b \in \{0,1\} \):
\[
\left( \frac{2m+a}{2n+b} \right)^* = \begin{cases} 
0 & \text{when } a = 0 \text{ and } b = 1, \\
\binom{m}{n}^* & \text{otherwise.}
\end{cases}
\]

This identity follows from a well-known congruence of Lucas, but it was already used by Carlitz [3, p. 18f.]. We prove (3.6) by showing that both sides of the identity satisfy the same set of recurrence relations with the same initial conditions. We denote the right-hand side of (3.6) by \( \bar{a}_{1,t}(n+1; z) \).

Now the second identity in (3.4) gives
\[
d_t(2m-1-2j) = d_t((2m-2-2j)+1) = td_t(m-1-j)+1,
\]
and thus
\[
\bar{a}_{1,t}(2m; z) = \sum_{j \geq 0} \binom{m-1-j}{j}^* (z^t)^{d_t(m-1-j)} z = z\bar{a}_{1,t}(m; z^t),
\]
which agrees with (1.2).

(ii) Let \( n \) be even, say \( n = 2m \), \( m \geq 1 \). We split the summation index into odd and even \( k \):
\[
\bar{a}_{1,t}(2m+1; z) = \sum_{k \geq 0} \binom{2m-k}{k}^* z^{d_t(2m-k)}
\]
\[
= \sum_{j \geq 0} \binom{2m-2j-1}{2j+1}^* z^{d_t(2m-2j-1)} + \sum_{j \geq 0} \binom{2m-2j}{2j}^* z^{d_t(2m-2j)}.
\]

Now we apply (3.7) to both binomial coefficients in the last line, and use (3.8) for the first exponent. For the second exponent, (3.4) gives \( d_t(2m-2j) = td_t(m-j) \), and altogether we get
\[ \bar{a}_{1,t}(2m+1;z) = \sum_{j \geq 0} \binom{m-1-j}{j}^* (z^t)d_t(m-1-j)z + \sum_{j \geq 0} \binom{m-j}{j}^* (z^t)d_t(m-j) \]
\[ = z\bar{a}_{1,t}(m;z^t) + \bar{a}_{1,t}(m+1;z^t), \]
which agrees with (1.3). This completes the proof. \hfill \Box

We are now ready to state and prove a close analogue of Theorem 3.3.

**Theorem 3.5.** Let \( n \geq 2 \) be an integer and denote by \( k_1, \ldots, k_\nu \) those integers \( 0 \leq k \leq \lfloor n/2 \rfloor \) for which \( \binom{n-k}{k} \) is odd, and set \( h_j := n - 2k_j \), \( j = 1, \ldots, \nu \). Then each hyperbinary expansion of \( n \) corresponds to exactly one \( h_j \), \( j = 1, \ldots, \nu \), as follows: the powers of 2 in the binary expansion of \( h_j \) are exactly the non-repeated powers of 2 in a hyperbinary expansion of \( n \).

**Example 6.** Considering again \( n = 10 \), we recall that \( \binom{10-k}{k} \) is odd for \( k = 0, 1, 3, 4, 5 \). With \( h_j := 10 - 2k_j \), the five hyperbinary expansions of \( n = 10 \) are characterized as follows by non-repeating powers of 2:

- \( h_1 = 10 \), so \( 10 = 8 + 2 \);
- \( h_2 = 8 \), so \( 10 = 8 + 1 + 1 \);
- \( h_3 = 4 \), so \( 10 = 4 + 2 + 2 + 1 + 1 \);
- \( h_4 = 2 \), so \( 10 = 4 + 4 + 2 \);
- \( h_5 = 0 \), so \( 10 = 4 + 4 + 1 + 1 \).

**Proof of Theorem 3.5.** Comparing Theorem 3.4 with Theorem 2.4, we see that the elements of \( \mathcal{P}_1(n+1) \) are exactly those of \( d_t(n-2k) \) for which \( 0 \leq k \leq \lfloor n/2 \rfloor \) and \( \binom{n-k}{k} \) is odd. By Definition 3.1 there is a one-to-one correspondence between the powers of \( t \) in \( d_t(n-2k) \) and the powers of 2 in the binary expansion of \( n-2k \). The result now follows from Theorem 2.4. \hfill \Box

4. **A 2-parameter extension.** Given the similarities between the two types of generalized Stern polynomials defined in (1.2)–(1.5), it is natural to consider the following extension of both types.

**Definition 4.1.** Let \( s \) and \( t \) be fixed positive integer parameters. We define the 2-parameter generalized Stern polynomials in the variables \( y \) and \( z \) by
\[ \omega_{s,t}(0;y,z) = 0, \quad \omega_{s,t}(1;y,z) = 1, \quad \text{and for } n \geq 1 \text{ by} \]
\[ \omega_{s,t}(2n;y,z) = y\omega_{s,t}(n;y^s,z^t), \quad (4.1) \]
\[ \omega_{s,t}(2n+1;y,z) = z\omega_{s,t}(n;y^s,z^t) + \omega_{s,t}(n+1;y^s,z^t). \quad (4.2) \]

It is clear from comparing Definitions 4.1 and 1.1 that
\[ \omega_{s,t}(n;y,1) = a_{1,s}(n;y), \quad \omega_{s,t}(n;1,z) = a_{2,t}(n;z). \quad (4.3) \]
The polynomials \( \omega_{1,1}(n;y,z) \) were recently introduced by Mansour [12], in a different notation and as \( q \)-analogue of the Stern polynomials of Klavžar et al. [11], i.e., of \( a_{1,1}(n;z) \) in our notation.
The first 16 non-zero polynomials $\omega_{s,t}(n; y, z)$ are shown in Table 2.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\omega_{s,t}(n; y, z)$</th>
<th>$n$</th>
<th>$\omega_{s,t}(n; y, z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>9</td>
<td>$y^{s}z^{t} + y^{s+t}z + z^{t} + y^{s+3}$</td>
</tr>
<tr>
<td>2</td>
<td>y</td>
<td>10</td>
<td>$yz^{t+2} + y^{1+s}z^{t} + y^{1+s+3}$</td>
</tr>
<tr>
<td>3</td>
<td>$z + y^{s}$</td>
<td>11</td>
<td>$z^{1+t^{2}} + y^{s}z^{t} + y^{s+2}z^{1+t} + y^{s+3}z + y^{s+3}$</td>
</tr>
<tr>
<td>4</td>
<td>$y^{1+s}$</td>
<td>12</td>
<td>$y^{1+s}z^{t^{2}} + y^{1+s+s+3}$</td>
</tr>
<tr>
<td>5</td>
<td>$y^{s}z + z^{t} + y^{s^{2}}$</td>
<td>13</td>
<td>$z^{t+t^{2}} + y^{s}z^{1+t^{2}} + y^{s}z^{t} + y^{s+3}z + y^{s+2+s^{3}}$</td>
</tr>
<tr>
<td>6</td>
<td>$yz^{t} + y^{1+s^{2}}$</td>
<td>14</td>
<td>$yz^{t+t^{2}} + y^{1+s^{3}}z^{t} + y^{1+s^{2}+s^{3}}$</td>
</tr>
<tr>
<td>7</td>
<td>$z^{1+t} + y^{s}z + y^{s+s^{2}}$</td>
<td>15</td>
<td>$z^{1+t+t^{2}} + y^{s}z^{1+t} + y^{s+2}z^{s+3} + y^{s+2+s^{2}}$</td>
</tr>
<tr>
<td>8</td>
<td>$y^{1+s+s^{2}}$</td>
<td>16</td>
<td>$y^{1+s+s^{2}+s^{3}}$</td>
</tr>
</tbody>
</table>

### 4.1. Results.

The pairs of Theorems 2.2, 2.4 and 3.2, 3.4 have analogues involving the 2-parameter Stern polynomials. The proofs are similar to those of Theorems 2.4 and 3.4, respectively, and to those of Theorems 2.2 and 3.2, as given in [5]. For this reason, and to avoid repetitive arguments, we leave the details to the interested reader.

We begin by quoting a result by Mansour [12], in different notation, which we will then extend. We adopt the notation $\mathbb{H}_{n}$ from [12] for the set of all hyperbinary expansions of $n$.

**Theorem 4.1 ([12, Theorem 3.1]).** For any integer $n \geq 1$ we have

\[
\omega_{1,1}(n + 1; y, z) = \sum_{h \in \mathbb{H}_{n}} y^{p_{h}}z^{q_{h}},
\]

where for a given hyperbinary expansion $h$ of $n$, the exponents $p_{h}$ and $q_{h}$ are the numbers of powers of $2$ used exactly once, respectively twice.

**Example 7.** By Table 2, we have

\[
\omega_{1,1}(11; y, z) = z^{2} + yz + yz^{2} + yz + y^{2},
\]

which corresponds, in this order, to the hyperbinary expansions of 10:

\[
4 + 4 + 1 + 1, \quad 8 + 1 + 1, \quad 4 + 2 + 2 + 1 + 1, \quad 4 + 4 + 2, \quad 8 + 2.
\]

We see in $\omega_{1,1}(11; y, z)$ that there is a repeated monomial. Accordingly, we can rewrite Theorem 4.1 in the following form which is analogous to Theorems 2.1 and 2.3.

**Corollary 4.1.** Given an integer $n \geq 1$, write

\[
\omega_{1,1}(n + 1; y, z) = \sum_{j,k \geq 0} c_{j,k}^{(n)} y^{j}z^{k}.
\]
Then for each \( j, k \geq 0 \), \( c_{j,k}^{(n)} \) is the number of hyperbinary expansions of \( n \) that have exactly \( j \) non-repeated and \( k \) repeated powers of \( 2 \).

Returning to Example 7, we see that \( c_{1,1}^{(10)} = 2 \), which counts the two expansions \( 8 + 1 + 1 \) and \( 4 + 4 + 2 \).

We are now ready to state the following extension of Theorem 4.1, which can also be seen as a joint extension of Theorems 2.2 and 2.4, and includes an analogue of Theorem 1.1.

**Theorem 4.2.** For any integer \( n \geq 1 \) we have

\[
\omega_{s,t}(n+1; y, z) = \sum_{h \in \mathbb{H}_n} y^{p_h(s)} z^{q_h(t)},
\]

where for each hyperbinary expansion \( h \) of \( n \), the exponents \( p_h(s) \), \( q_h(t) \) are polynomials in \( s \) and \( t \) respectively, with only 0 and 1 as coefficients. Furthermore, if

\[
\begin{align*}
 p_h(s) &= s^{\alpha_1} + \cdots + s^{\alpha_\mu}, \quad \mu \geq 0, \quad 0 \leq \alpha_1 < \cdots < \alpha_\mu, \\
 q_h(t) &= t^{\beta_1} + \cdots + t^{\beta_\nu}, \quad \nu \geq 0, \quad 0 \leq \beta_1 < \cdots < \beta_\nu,
\end{align*}
\]

then the hyperbinary expansion \( h \in \mathbb{H}_n \) is given by

\[
n = 2^{\alpha_1} + \cdots + 2^{\alpha_\mu} + (2^{\beta_1} + 2^{\beta_2}) + \cdots + (2^{\beta_\nu} + 2^{\beta_\nu}).
\]

By convention we assume that \( \mu = 0 \) in (4.7) indicates that \( p_h(s) \) is the zero polynomial, which in turn means that there is no non-repeated power of 2 in (4.9). Similarly for \( \nu = 0 \) in (4.8). This theorem also implies that for a given \( h \in \mathbb{H}_n \) the exponents \( \alpha_j \) and \( \beta_k \) in (4.7) and (4.8) are all distinct.

**Example 8.** By Table 2, we have

\[
\omega_{s,t}(11; y, z) = z^{1+t^2} + y^s z^{t^2} + y^{s^2} z^{1+t} + y^{s^3} z + y^{s+s^3}.
\]

If we choose the third term on the right, then according to Theorem 4.2 the corresponding hyperbinary expansion will be \( n = 4 + 1 + 1 + 2 + 2 \). The other four expansions can be “read off” analogously.

Our next result is an explicit formula, and can be seen as a joint extension of Theorems 3.2 and 3.4. We use again the sequences \( d_t(n) \) defined in Definition 3.1.

**Theorem 4.3.** For integers \( s, t \geq 1 \) and \( n \geq 0 \) we have

\[
\omega_{s,t}(n+1; y, z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k}^{*} y^{d_s(n-2k)} z^{d_t(k)}.
\]

If we set \( y = 1 \), resp. \( z = 1 \), then (4.3) shows that this immediately reduces to Theorems 3.2 and 3.4, respectively. As an easy consequence of Theorem 4.3 we get both Theorem 3.3 and Theorem 3.5 (see the proof of Theorem 3.5).
By comparing the identity (4.10) with its 1-parameter analogues (3.5) and (3.6), we get the following immediate consequence.

**Corollary 4.2.** For an integer \( n \geq 1 \), the 2-parameter generalized Stern polynomial \( \omega_{s,t}(n; y, z) \) is the discrete convolution of the polynomials \( a_{1,s}(n; y) \) and \( a_{2,t}(n; z) \) if their respective monomials are written in order of increasing exponents.

As an example of this corollary, compare the polynomial in Example 8 with the two entries for \( n = 11 \) in Table 1.

**4.2. Generating functions.** We now state a generating function for the 2-parameter generalized Stern polynomials.

**Theorem 4.4.** For integers \( s, t \geq 1 \) we have

\[
(4.11) \quad x \prod_{j=0}^{\infty} \left(1 + y^{2j} x^{2j} + z^{2j} x^{2j+1}\right) = \sum_{n=1}^{\infty} \omega_{s,t}(n; y, z) x^n.
\]

Setting \( z = 1 \), resp. \( y = 1 \), and using the two identities in (4.3) we immediately get the following special cases.

**Corollary 4.3.** For integers \( t \geq 1 \), the generalized Stern polynomials have the following generating functions:

\[
(4.12) \quad x \prod_{j=0}^{\infty} \left(1 + z^{2j} x^{2j} + x^{2j+1}\right) = \sum_{n=1}^{\infty} a_{1,t}(n; z) x^n,
\]

\[
(4.13) \quad x \prod_{j=0}^{\infty} \left(1 + x^{2j} + z^{2j} x^{2j+1}\right) = \sum_{n=1}^{\infty} a_{2,t}(n; z) x^n.
\]

Various cases of (4.11)–(4.13) are already known: (4.13) was proved in [5], with the subcases \( t = 1 \) and \( t = 2 \) earlier obtained in [1] and [8], respectively. The case \( s = t = 1 \) of (4.11) was more recently proved in [12], with the subcase \( z = 1 \) earlier obtained in [20]. Finally, the analogue for Stern’s diatomic sequence, i.e., the case \( y = z = 1 \) in (4.11), goes back to Carlitz [4].

The proof of (4.11) is very similar to that of (4.13), given as Proposition 5.1 in [5], and the inclusion of a second parameter and a second variable presents no additional complication. We therefore leave the details to the reader.

**4.3. A single-variable analogue.** Finally in this section, we note that working with two variables \( y \) and \( z \) is, in most of this section, not strictly necessary. We therefore define the single-variable analogue of \( \omega_{s,t}(n; y, z) \) by

\[
(4.14) \quad \omega_{s,t}(n; z) := \omega_{s,t}(n; z, z),
\]

i.e., by setting \( y = z \). The sequence \( \omega_{s,t}(n; z) \) then has an obvious generating function coming from (4.11), and the identity (4.10) gives the explicit
formula

\[
(4.15) \quad \omega_{s,t}(n+1; z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k} z^{d_s(n-2k)+d_t(k)}.
\]

Only for the recurrence (4.1), (4.2) do we need to retain both variables \(y\) and \(z\).

It turns out that no information is lost by setting \(y = z\). Indeed, it is clear from (4.1) and (4.2) that all exponent polynomials in \(s\) have base \(y\), and those in \(t\) have base \(z\) (see also Table 2). Only the summand 1 in the exponent may be ambiguous. However, it follows from (4.1) and (4.2) that for even \(n\), any 1 that occurs is part of a polynomial \(p_h(s)\), and for odd \(n\), any 1 that occurs belongs to a polynomial \(q_h(t)\).

With a small adjustment to this effect, Theorem 4.2 could then be stated with the polynomial \(\omega_{s,t}(n+1; z)\) on the left-hand side of (4.6). For instance, with

\[
\omega_{s,t}(11; z) = z^{1+t^2} + z^{s+t^2} + z^{1+t+s^2} + z^{1+s^3} + z^{s+s^3},
\]

we can still “read off” the hyperbinary expansions of 10, as we did in Example 8.

However, for Theorem 4.1 and Corollary 4.1 to be meaningful, we require the variables \(y\) and \(z\) to be kept separate.

5. Some further remarks

5.1. The strength and usefulness of Theorems 2.2 and 2.4 stem from the fact that, given a generalized Stern polynomial \(a_{1,t}(n+1; z)\) or \(a_{2,t}(n+1; z)\), we can use the exponents of \(z\), which are polynomials in \(t\), to fully characterize all hyperbinary expansions of \(n\). Given the forms (2.2) and (2.4) of these exponents, it becomes clear that we can fix an integer \(t \geq 2\) and consider the resulting polynomials with \(\text{numerical}\), rather than polynomial, exponents of \(z\).

In particular, if we take \(t = 2\), then \(a_{2,2}(n+1; z)\) is just the Stern polynomial as first introduced in [8]. It is quite easy to compute, as is the type-1 analogue \(a_{1,2}(n+1; z)\). Using Theorems 2.2 and 2.4 and the uniqueness of a binary expansion, we get the following consequence.

**Corollary 5.1.** For \(n \geq 1\), let

\[
a_{1,2}(n+1; z) = \sum_{j \geq 1} z^{p_j}, \quad a_{2,2}(n+1; z) = \sum_{j \geq 1} z^{q_j}.
\]

Then each hyperbinary expansion of \(n\)

1. corresponds to exactly one exponent \(p_j\) as follows: if \(p_j = 2^{a_1} + \cdots + 2^{a_r} \geq 1\) is the binary expansion of \(p_j\), then exactly the powers
\[2^{\alpha_1}, \ldots, 2^{\alpha_r}\] are not repeated in the hyperbinary expansion, with \(p_j=0\) corresponding to the expansion that has only repeated powers of 2; 

(2) corresponds to exactly one exponent \(q_j\) as follows: if \(p_j = 2^{\beta_1} + \cdots + 2^{\beta_s} \geq 1\) is the binary expansion of \(q_j\), then exactly the powers \(2^{\beta_1}, \ldots, 2^{\beta_s}\) are repeated in the hyperbinary expansion, with \(q_j = 0\) corresponding to the unique binary expansion of \(n\).

**Example 9.** Let \(n = 12\) and consider \(a_{2,2}(13; z) = 1 + z + z^2 + z^5 + z^6\) (see Table 1). Then the exponents have binary expansions 0, 1, 2, 1 + 4, and 2 + 4. Accordingly, the hyperbinary expansions of 12 are

\[4 + 8, \quad 1 + 1 + 2 + 8, \quad 2 + 2 + 8, \quad 1 + 1 + 2 + 4 + 4, \quad 2 + 2 + 4 + 4.\]

The non-repeated parts (not in boldface) are just binary expansions of the differences between \(n = 12\) and the sums of the repeated parts (if any).

On the other hand, we have \(a_{1,2}(13; z) = 1 + z^2 + z^8 + z^{10} + z^{12}\), and the exponents have binary expansions 0, 2, 8, 2 + 8, and 4 + 8. As expected, these correspond to the non-boldface parts in the hyperbinary expansions above.

**5.2.** The 2-parameter polynomials \(\omega_{2,2}(n; y, z)\), together with a modified version of Theorem 4.2, can also be used to obtain complete characterizations of all hyperbinary expansions. If, in addition, we set \(y = z\), then the recurrence relations (4.1) and (4.2) simplify to

\[\omega_{2,2}(2n; z) = z\omega_{2,2}(n; z^2),\]

\[\omega_{2,2}(2n + 1; z) = z\omega_{2,2}(n; z^2) + \omega_{2,2}(n + 1; z^2),\]

which gives rise to the polynomial sequence 1, \(z\), \(z + z^2\), \(z^3\), \(z^2 + z^3 + z^4\), \(z^3 + z^5\), etc., where the degree is easy to verify as \(\deg(\omega_{2,2}(n; z)) = n - 1\).

From (4.15) we immediately get the explicit formula

\[\omega_{2,2}(n + 1; z) = \sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n-k}{k} z^{n-k}.\]  

(5.1)

By Theorem 4.2 with \(s = t = 2\) the parts in each of the hyperbinary expansions of \(n\) are given by the binary expansion of each of the exponents in the polynomial \(\omega_{2,2}(n + 1; z)\).

**Example 10.** From the recurrence relations or from (5.1) we get \(\omega_{2,2}(13; z) = z^6 + z^7 + z^{10} + z^{11} + z^{12}\) (compare also with Table 2). Then the parts in each of the five hyperbinary expansions are given by the binary expansions of the exponents, namely 2 + 4, 1 + 2 + 4, 2 + 8, 1 + 2 + 8, and 4 + 8, which is consistent with Example 9.

To continue with the argument before this last example, we note that by using (5.1) we can combine this observation with Theorems 3.3 and 3.5 to obtain the following result, which may serve as a summary.
Corollary 5.2. Let $n \geq 2$ be an integer and denote by $k_1, \ldots, k_\nu$ those integers $0 \leq k \leq \lfloor n/2 \rfloor$ for which $\binom{n-k}{k}$ is odd. Then each hyperbinary expansion (HBE) of $n$ corresponds to exactly one $k_j$, $j = 1, \ldots, \nu$, as follows: the powers of 2 in the binary expansion

(i) of $k_j$ are the repeated powers of 2 in the HBE of $n$;
(ii) of $n - 2k_j$ are the non-repeated powers of 2 in the HBE of $n$;
(iii) of $n - k_j$ are the powers of 2 that occur in the HBE of $n$.

5.3. The sequences studied in this paper can be further generalized if we first observe that the various generating functions (4.11)–(4.13) can be used to define the respective polynomial sequences. The idea now is to use an arbitrary positive integer sequence in place of the sequence $(t^j)_{j \geq 0}$ that occurs as an exponent of the variable $z$. While we might expect a large number of different classes of generalized Stern polynomials, we will see that they can all essentially be reduced to the three types of generalized Stern polynomials considered in this paper. We only deal with one type here, and leave the others to the interested reader.

Definition 5.1. Let $\sigma$ be a positive integer sequence given by $(\sigma_j)_{j \geq 0}$. We define the type-1 $\sigma$-generalized Stern polynomials $a_{1,\sigma}(n; z)$ by the generating function

$$x \prod_{j=0}^{\infty} (1 + z^{\sigma_j} x^{2j} + x^{2j+1}) = \sum_{n=1}^{\infty} a_{1,\sigma}(n; z)x^n.$$  
In addition, we set $a_{1,\sigma}(0; z) = 0$.

Just as the generating functions (4.12) and (4.13) imply the recurrence relations (1.2)–(1.5), we can use (5.2) to obtain the following recurrence relations.

Theorem 5.1. Let $\sigma = (\sigma_j)_{j \geq 0}$ be a positive integer sequence. With $a_{1,\sigma}(1; z) = 1$ and for $n \geq 1$ we have

$$a_{1,\sigma}(2n; z) = z^{\sigma_0} a_{1,\sigma}(n; z^+),$$
$$a_{1,\sigma}(2n + 1; z) = a_{1,\sigma}(n; z^+) + a_{1,\sigma}(n + 1; z^+),$$
where $z^+$ indicates that the following sequence term must be taken in the exponent, i.e., $(z^{\sigma_j})^+ = z^{\sigma_{j+1}}$.

The proof is based on isolating the first factor in the product in (5.2), manipulating the resulting products and series, and equating coefficients of like powers of $z$. We leave the details to the reader. As an illustration, we use Theorem 5.1 to compute the first few polynomials $a_{1,\sigma}(n; z)$ for a general sequence $\sigma$. 
Example 11. Since $a_{1,\sigma}(1; z) = 1$, (5.3) gives $a_{1,\sigma}(2; z) = z^{\sigma_0}$. From (5.4) with $n = 1$ we then get

$$a_{1,\sigma}(3; z) = a_{1,\sigma}(1; z^+) + a_{1,\sigma}(2; z^+) = 1 + (z^{\sigma_0})^+ = 1 + z^{\sigma_1}.$$ 

Next, (5.3) and (5.4) with $n = 2$ give

$$a_{1,\sigma}(4; z) = z^{\sigma_0}a_{1,\sigma}(2; z^+) = z^{\sigma_0}(z^{\sigma_0})^+ = z^{\sigma_0 + \sigma_1},$$
$$a_{1,\sigma}(5; z) = a_{1,\sigma}(2; z^+) + a_{1,\sigma}(3; z^+) = (z^{\sigma_0})^+ + (1 + (z^{\sigma_1})^+)$$
$$= 1 + z^{\sigma_1} + z^{\sigma_2},$$

and (5.3) with $n = 3$,

$$a_{1,\sigma}(6; z) = z^{\sigma_0}a_{1,\sigma}(3; z^+) = z^{\sigma_0}(1 + (z^{\sigma_1})^+) = z^{\sigma_0} + z^{\sigma_0 + \sigma_2}.$$ 

Finally, to jump ahead, we use (5.4) to compute the case of our standard example

(5.5) 

$$a_{1,\sigma}(11; z) = (1 + (z^{\sigma_1})^+ + (z^{\sigma_2})^+) + ((z^{\sigma_0})^+ + (z^{\sigma_0 + \sigma_2})^+)$$
$$= 1 + z^{\sigma_1} + z^{\sigma_2} + z^{\sigma_3} + z^{\sigma_1 + \sigma_3}.$$ 

If we compare the polynomial in (5.5) with the entry for $a_{1,t}(11; z)$ in Table 1, we see that there is a one-to-one correspondence between a power $t^j$ and a term $\sigma_j$ of the defining sequence. This is not surprising and follows from Theorem 5.1, if we compare it with Definition 1.1. This correspondence also means that most results in Sections 2 and 3 carry over to the $\sigma$-generalized case.

5.4. Finally we mention an interesting connection with Chebyshev polynomials of the second kind, $U_n(x)$. Using a well-known explicit formula (see, e.g., [15, p. 39]), it is easy to see that

$$\sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n - k}{k} z^{n-k} = (-i\sqrt{z})^n U_n\left(\frac{i}{2} \sqrt{z}\right),$$

and (5.1) immediately implies

$$\omega_{2,2}(n + 1; z) \equiv (-i\sqrt{z})^n U_n\left(\frac{i}{2} \sqrt{z}\right) \pmod{2},$$

where the congruence is to be seen as a congruence for each coefficient. Since the left-hand side has only 0 and 1 as coefficients, this means that $\omega_{2,2}(n+1; z)$ can be completely determined from the Chebyshev polynomials of the second kind.

A similar congruence was obtained in [8, Proposition 6.1] for the Stern polynomials $a_{2,2}(n + 1; z)$.
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