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On optimal observability of linear systems
with infinite-dimensional states

by

S. ROLEWICZ (Warszawa)

Abstract. The note contains the concept of optimal observability of linear systems
expressed in the language of Banach spaces. By linear system with the read-out map
we shall understand a triple of Banach spaces and two continuous operators

55zx8% vy

The problem of the oprimal observability of one linear gquantity f is reduced to the
minimum norm problem for the equation f = P*G¥p. The note contains results concern-
ing existence of optimal observability. There are also similar results for simultaneous
observations of systems of linear quantities.

The problem of observability was considered by Kalman ([2]-[4]).
N. N. Krasowski in his book [5] has considered the problem of optimal
observability for systems described by systems of ordinary differential
equations. In paper [7] the following abstract schema of observability
and optimal observability was done. By a linear sysiem with o read-out
map we understand a triple of Banach spaces and two continuous linear
operators '

@) rix4%y.

By a linear quantity f we understand a linear continuous funetiona,l.‘ We
say that fe X is observable if there is e X* such that

(@ 7 =Pra*y.

We say that f is optimally observable if there is ¢ satisfying (2) with
minimal norm. In paper [7] it is shown that [ is observable if and only
it 0 ¢ GP{x: f(x) = 1} and that each observable f is optimally observable.

Let us now suppose that we are simultaneously observing a finite

system of linear quantities F = (fi, ..., fa)- Of course, we may assume
without loss of generality that f; are linearly independent. The system F
is called observable if each f;, i = 1,2,...,m, is observable. In paper [7]

the following definition of optimal observability of systems is introduced.
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We regard F = (fy, ..., fa) 88 an operator F(z) = (£(a), ..., fa(2)) map-
ping X, into an #-dimensional Banach space E. We consider the following
diagram

x3x8y

3) }\ /é
B

The system ¥ = (fy, ..., f,) is observable if there is an S such thalx.t dia,gra,r.n
(8) is commutative. We say that F is optimally observ.able if then.a is
an operator § with minimal norm such that diagram (3) is commutative.

The following example shows that from the point of view of practice
it is interesting to extend these definitions of observability and optimal
observability to the case when we take as ¥ an infinite-dimensional
Banach space.

ExAMpLE 1. Let us consider a string described by the equation

2 2

(4) % :%9-:%, u(0,1) = w{x,1) =0.
We are observing u(s, 0) in the L®-norm and measuring u(z,?) in the
I*-norm. More precisely:

F is I’[0, 7],

X, is the space of pairs ¢ = (o, ¢1); do; G2< Z*[0, =3, gl = VllgolF + llalF,

X =Y is T*([0, =] x [0, 2=]),

P is an operator which assigns to each pair ¢ = (g, ¢;) the solution

ou
of equation (4) satisfying initial conditions u(z, 0) = g4, — (@, 0) = ¢4,

ot

@ ig the identity,

F i3 the projection of X, onto the first coordinate.

Now we shall formulate certain facts concerning observability and
optimal observability.

ProrostTION 1. If

(1) GPX, is a projection of Y,

(i) GP s continuously invertible on GPX,,
then each F is observable.

Prootf. Let us denote by @ a continuous projection operator mapping ¥
onto GPX,. Let us put § = F(GP)™ Q. It is easy to verify that the di-
agram (3) is commutative. m

PROPOSITION 2. Let B = X, and let F be the identity. Then F is observ-
able if and only if (i) and (i) hold.

Proof. Sufficiency follows trivially from Proposition 1.

©
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Necessity. Let us suppose that there is an & such that diagram (3)
is commutative. The operator @ = GPS is a projection of ¥ onto GPX,.

PROPOSITION 3. Let F' be a projection of X, onto its subspace X,. Then F
is observable if and only if

(i) @GP X, is a projection of ¥,

(il) GP is continuously inveriible on GPX,.

Proof. Sufficiency. Let @ be a projection of ¥ onto GPX,. Let
us put 8 = (GP)~'Q. Then diagram (3) is commutative.

Necessity. Let us suppose that there is an § such that the diagram (3)
is commutative. Let us put @ = GPS. @ isa projectionof Y onto GPX,. =

There are observable systems which are not optimally observable,
as follows from

Exawrre 2. Let X =Y = L'[0,1]. Let f be a functional f(x)

1
= [ta(t)dt defined on X. Let B = X, = {we X: f(z) = 0}. Let G and F
o

be the indentities in the respective spaces and let P be the natural
embedding of X, into X. It is easy to verify that for each pogitive ¢
there is a projection of ¥ onto E with norm 2-+¢ and there is no
projection with norm 2.

THEOREM. Let there be a separating topology v in E such that the unit
ball K, = {ze E: |]z]] << 1} is compact in the z-topology. Then each observable F
is oplimally observable.

CorOLLARY. If E is either a reflexive space or is the conjugale of « Banach
space then each observable F is opiimally observable.

The proof of the theorem is based on the following notions and
lemmas. .

Let Y and E be two Banach spaces. Let there be given a topology
7 in E such that the unit ball in F is compact in the topology v. We intro-
duce in the space B(Y — E) of all eontinuous operators mapping ¥ into E
a topology 7 defined by the following family of neighbourhoods of zero:
U ={Be B(Y - E): By;e U;, where (yy, ..., y,) is a finite system of
elements of ¥ and (U, ..., U,) is a finite system of neighbourhoods of
zero in the topology 7}.

Learvia 1. The closed ball in B(XY — E), K, = {B: |B|| < r}, is compact
in the topology <.

Proof. The proof is going along the same line as the classical proof
of the Alaoglu theorem (compare [1], Ch. V § 4).

We consider the product of balls with z-topology

=[] k<rih

ye¥
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with the product topology. Since each K, is by asswuption compact in
z-topology, so, by Tichonov’s theorem, the set I is compact. ‘We denote
Dby # the natural embedding of K, into I given by the formula n(B) = {B(y)}.
It; is easy to verify that » is a homeomorphism of X, with 7-topology
in I. To complete the proof it is enough to show that n(K,) is closed in I.
The projection pr, onto the z-coordinate is a continuous operator in I,
hence
A(z,y) = {Bel: pr,B+pr,B =pr,,,B}
and
Bla, ) = {Be<I: pr,B = apr,B, a-scalar}

are closed sets. Therefore the set

n(E) = N A,y O N

x,ye¥ a-scalars ye¥~

B(a,y)

is also closed. m

Lexa 2. The set U of all S such that diagram (3) is commutative is
closed in the z-topology.

Proof. Let S,e B(Y — E) be an arbitrary operator which does not
belong to U. It means that there iy an element z,¢ X, such that Fzx,
# 8,GPz,. Let us put ¥y = GPz, and let U be a neighbourhood of y
in the z-topology such that Fz, is not contained in U. The set

U={8<B(Y - E): Sy« U}

is an open set in the topology = and moreover U N = 0. Now, since S,
was arbitrary, it follows that the set U is closed.  m

Proof of the theorem. Let us suppose that F is observable, it
means that the set U of these S for which the diagram (3) is commutative
is not empty.

Let

7 = inf{||8]:
Let ¢ be a positive number and let

A = {8: (S <r+e, S

SeUl.

Clearly the sets %, are non-void and A, = U,, ¢ < &
. By Lemma 1 and Lemms 2 the sets %, are compact. Therefore the
intersection (¥, is non-void. Let S, be an element of this intersection.

>0
It is easy to verify that Sge W and o) =r. =

The following obvious proposition gives an effective way for
finding the element in % with minimal norm for certain simple cases.
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PROPOSITION 4. Let B be a projection of norm one of X, onio its sub-
space Xl Let Q be a projection of norm one of ¥ onto GPX,. Then 8 = (GP)™'Q
is an element of A of minimal norm.

Let us apply Proposition 4 to Bxample 1. It is possible since all
spaces in Example 1 are Hilbert spaces and orthogonal projections are
projections of norm one.

Let us reeall that (see [8], Ch. I § 3) the solution of equation (4)

i
with the initial condition u#(z, 0) = g,, -%u(w, 0) = ¢y, is of the form

oo
(3) u(z, t) = E(Ancosm+aninﬂt) sinnz,

a=1

2 krd
(e)sinnadr, B, =— f ¢ (z)sinnzde.
]

An=2fq0
a

Let us observe that E = X, is a subset of X, consisting of the elements
of the form (g,, 0). Thus GPX, is the set of functions of the type

(6) Z_Aneosntsinwc.

n=1

Let @ denote the orthogonal projection of ¥ onto GPX,:

Y2 =
Qu = v( u(z, t)eosntsmnxdtda:) cosntsinnz.
ST f

The operator

Su = F(GP)"Qu = (GP)"'Qu

=1

) - T 3z
V2 .
= v(———] fu(a:, t)eosmsinnmdtd.-x)smma .
0 0
is an element of A of minimal norm.
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O npuGamxenmn @ymipi Kacea g(L)

II. J. YIbAHOB (Mocksa)

IToceawaemoes sudamwemycn anaaumury Anmonu Susmyndy
K namubecamiiemulo £20 HayuHol paboms

Pestome. B crarbe YCTAaHABIMBAKWTCA HEOOXOTEMEE H JOCTATOYHHE YCIOBHA
BO3MOKHOCTE NpubumwmeRms QyEromi kxaccoB ¢(L) m ot (L) amreGpamseckmmm
TOIZHOMAMY ¢ PANEOHAILEHME KOIGPHIMEHTAME HIK ke HeNPePHBEBME QYHRIUAMHA.
Drn HafijeRHLe YCAOBEA NAA KIacca @{L) NPMENANAATLHO OTAHIHE OT COOTBETCTRY-
omEx yerosmEl mua wxaacca ¢ (L).

§ 1. Beepemme. Ilycrs @-COBOKYNHOCTH YETHBIX, HEOTPHIATEIBHBIX,
HKOHEYHHIX H HEYOHBAIOMMX HA NOIYIPAMOil [0, co) hyERIOE# ¢ (i) clim ¢ () =
00

= g(o0) = oo. Hepes ¢(L) 6ynem 06035a9aTh MHOKECTBO BCEX TeX H3MEPH-
MEX Ha orpeske [0, 1] dynarmmit f(x), A714 KOTOPHIX

f¢(f(.l‘))dx < po.

Hm:xe mam mompamobnres

Onpemenssme. . [Iyerb 2 = {r(x)} — HEROTODHIl KIACC HOHETHBIX
u m3MepUMEX yHKIuil, onpemelneHENX Ha orpeske [0, 1]. Mu rosopm,
9To KiIace Z obmamaer coiictBoM W (cBolicTBoM BeiiepiiTpacca) oTHOCH-
TeTbHO MHOecTBa G < ¢ (L), ecium maa BeAKoH $yHEmUE fe G M BCAROTO
gpeaa ¢ >0 maiiperca QyHRIEA 7(r)e £ TaKad, 4TO

[ ¢lf(@) (@) dz < e

B upemmaraemoii crarbe GYAYT YEa3aHH HEOOXONUMEE U JOCTATOUHEIS
VeTOBEA HA (YHRUHIO ¢(f), IPH KOTOPHIX TOT WK WHOH KIacc £ obuagaer
¢BoficTBOM W OTHOCHTEIBHO MHOKeCTBa ¢(L), WM 7K€ HEKOTOPOro ero
ToaMHEORecTBA (.

§ 2. Benomoratensubie yTBepAkuens. B pToM maparpafie MBI YCTAHOBHM
PAN IEMM.
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