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0 est donc de dimensi i ;
N § . . )
sion supérieure & deux; il est de dimension trois car

il est intergection des trois ordres totaux suivants (écrits sous forme de

permutations):

T ooyasa,b,b, oy CyCy fody €y ,
T,: oalezfzdabldzcgcgalbzbsazaau,
Ts: 0a1b,6,by056,050005dy 05 f, dy s .

On vérifie que O =T, A T, ~ T,.
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Retracts of Tychonoff and normal spaces
by

Stephen E. Rodabaugh (%) (Columbia, Mo)

Abstract. Let C be a class of topological spaces. A space X is called an absolute
retract for the class C (written X cAR(C)) if

(1) X can be embedded as a closed subset of some element of C and

(@) if h: XX, where Y ¢C, is an embedding such that R[X] is closed in ¥,
then h[X] is a retract of Y.

1f the word retract in the above definition is replaced by the word neighborhood
retract, then X is called an absoluie neighborhood reiract for the class C (written
X ¢ ANR(®)). A neighborhood retract-of a space is always assumed to be a closed subset
of that space. Let G denote the class of Tychonotf spaces and N° the clags of normal
spaces. ANR(G)[AR(T)] are precisely the “almost” neighborhood retracts [resp.,
“glmost” retracts] of Tychonoff cubes. In a compact Hausdorff setting, ANR(B)
[AR(®G)] are precisely the neighborhood retracts [resp., retracts] of Tychonoff cubes.
Similar statements hold for the normal case. In a locally compact Hausdorff sebting,
ANR(B) are precisely the retracts of open subsets of Tychonoff cubes. Results are
obtained concerning contractibility of ANR(G) [AR(B)], and subsets and products
of ANR(B) and ANR(N).

1. Introduction. Let G be @ class of topol?gical spaces. A space X is
called an absolute retract for the class C (written X e AR(©) if

(1) X can be embedded as 2 closed subset of some element of C and

(2) if h: XY, where Y<C, is an embedding such that A[X] is

“closed in ¥, then h[X] is a retract of Y.

Tf the word retract in the above definition is replaced by the word
neighborhood retract, then X is called an absolute meighborhood retract
for the class ¢ (written X ¢ ANR(C)). Note that a neighborhood retract
of a space is always assumed to be 2 closed subset of that space. Note
also in the above definition that if € is a weakly hereditary class, then
condition (1) is equivalent to X € C. Finally note thatif€C €', Cisa weakly
hereditary class, and X e C, then X ¢ ANR(C') implies X ¢ ANR (€).

In order to determine whether or not a space is an absolute retract,
one must check all embeddings of X into each element of C. One of the

(*) The author is indebted to Professor R. Richard Summerhill for bringing this
problem to his attention and for helpful discussions relating to this problem.
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major problems in the study of retracts is to reduce the number of em-
beddings one need observe.

There are special cases where one need only consider one embedding,
namely when certain embedding and extension theorems are known,
Let D be a nonempty subclass of C and suppose the following theorems
are known about the class C.

EXTENSION THEOREM. If X ¢C, Y ¢D, and A is o closed subset of X,
then any map f: A—Y evtends to a map F: XY,

EMBEDDING THEOREM. If X € G, then X can be embedded as o closed
subset of some element ¥ e D.

We observe that these powerful facts yield the following useful
characterization of ANR(C) and AR(C).

TeROREM 0. X ¢ ANR(C)[X « AR(C)] if and only if X can be embedded
as & neighborhood retract [vesp., retract] of some element of D.

Theorem 0 is a schema of well known results concerning particular
classes of spaces, e.g. when C is the class of metric spaces and D the clags
of all convex subsets of normed linear spaces [see [1] and [5]), or when C
is the class of compact Hausdorff spaces and D is the clags of Tychonoff
cubes (see [3]).

It is the goal of this paper to prove a result somewhat similar to
Theorem 0 for the class of locally compact Tychonoff spaces (i.e., com-
pletely regular, Hausdorff) and, ih general, to examine retracts of Ty-
chonoff and normal spaces. Section 2 contains a characterization of AR
and ANR for the class 6 of Tychonoft spaces, a partial characterization
of AR and ANR for the class N’ of normal spaces, and a characterization
‘of Tychonoff cubes. In section 3, we prove two contractibility results,
in section 4 we study properties of subsets and products of ANR(B)
and ANR(N), and in section 5 we examine locally compact Tychonoff
spaces. : ¥

2. Characterization theorems. Let I denote the unit interval. ﬁ‘Aﬁ
arbitrary product of unit intervals is called a Tychonoff cube. If T is such
& cube, we say a set #£ indewes T it T = I11,, where I, = I for each g « .

a .k

€
The symbol {0} denotes the point in T with a zero in each slot,.

‘We now show that retracts of Tychonoff Spaces are “almosgt” retracts
of Tychonoff cubes (see [4])- The main obstacle is that such a Space need
not be a closed subset of a Tychonoff cube. Note that any Tychonoff
Space can be embedded in some Tychonoff cube 7.

THROREM 1. Let X be a Tychonoff space. Then X ¢ AN R(B)[X ¢ AR (B)]
if amd only if for each pair of cubes (T, T') and each embedding h: X T,
the set h[ XX {0} s a neighborhood retract [resp. retract] of (R[X]x {0}) v
VU ((Tx TY—(Tx {0}). '

icm®
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Prooi. We prove only the neighborhood retract case. If X ¢ ANR(B),
then the condition holds because A[X]x {0} is a closed subset of the
Tychonoff space (A[X]x {0} v ((Tx T")—(Tx {0})). Conversely, sup-
pose X W.L1.0.G. is a closed subset of a Tychonoff space ¥ and let h: YT
be an embedding for some cube 7. For each ze¢ Y—X, let fo: ¥—I be
a map such that f.[X]= 0 and f.(z) = 1, and let T’ be the cube indexed
over Y— X. Then define p: ¥ 1" by ¢(y) = {fz(¥)}ser—x- Note that p is
a map and g(2) = {0} if and only if 2 e X. Now T, 7' and h|X satisfy
the hypotheses of the theorem, so there is an open set U’ in ([ X] X {0}) v
V((TxT)—(Tx{0})) and a retraetion r': U’—>h[X]x{0}. Define
F: Y- (h[X]x {0}) v (T x T")— (T x {0})) by Fly)=(b(y), ely)) and
let zz denote the homeomorphism from A[X] X% {0} to X. Then U = F{U']
is open in Y and contains X and # = ar'F|U: U X is a retraction. Q.E.D.

We now give a partial characterization relating retracts of normal
spaces and “almost” refracts of Tychonoff cubes.

THEOREM 2. Let X be a normal space and let h: X T be an embedding
of X into a Tychonoff cube T. If X ¢ ANR(G)[X ¢ AR(B)], then X ¢ ANR(N)
[resp., X e AR(N)] and h[X]x {0} is a neighborhood retract [resp., reiract]
of (W[X]X {0}) v (TX T)— (T {0})) for eack Tychonoff cube T'. Con-
versely, if h{x]x {0} is a neighborhood retract [reiract] of (R[X]x {0}) v
V((TX TY—(Tx{0})} for each Tychonoff cube T', then X ¢ ANR(N)
[resp., X e AR(N)].

Proof. The first part of the theorem follows from Theorem 1 and
the remarks in Section 1. For the converse, we refer ourselves to the
second part of the proof of Theorem 1 and note that it is not necessary
to have h a homeomorphism on ¥— X, and hence if h is defined only
on X and then extended by Tietze’s theorem to & map from ¥ to T, the
proof follows as in the proof of Theorem 1. Q.E.D.

In compact Hausdorff spaces, Theorem 1 yield the following
corollary. :

COROLLARY 3. Let X ¢ I (the class of compact Hausdorff spaces).
Then the following are equivalent:

(1) X ¢« ANR(T) [X €« AR(B)];

(2) X e ANR(N) [resp., X ¢ AR(N)];

(3) X « ANR(CX) [resp., X ¢ AR(CX)];

(4) X can be embedded as a neighborhood retract [resp., retract] of
some Tychonoff cube.

Proof. (1)=(2) and (2)= (3) follow from Section I and (3) < (4)
in Theorem 0 for C¥. For (3) = (1), let (T, T”) be any pair of cubes and
h: X T an embedding. By definition of ANR(CJ), there is an open
set U’ in T'X 7" containing k[X]x {0} and a retraction 7': U'—h[X]X

% {0}. Then U = U’ ~ [(A[X]X {0}) v (T X T)— (T x {0}))] and r=r'|T
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are the desired open set and retraction, respectively. By Theorem 1, §

X <ANR(B). Q.ED.
CoROLLARY 4. Ewery Tychonoff cube is am AR(T).

Open question. Given the hypotheses of Theorem 2, is it true
that X e ANR(N) [X e AR(N)] implies A[X]x {0} is a neighborhood

retract [resp., retract] of (A[X]x {0})w ((Tx T)— (Tx {0})) for each

Tychonoff cube 1'%

An affirmative answer would make Theorem 2 a complete characteri-
zation. This question is more complex than one might expect. Calling

the condition of the above question P, we say that a topological space X
has property @ if there exists a cube T and an embedding 'h: X - T such
that for each cube 7", (A[X]X {0})v ((TX T)y—(Tx {O})) is normal.
Clearly, Theorem 2 is a complete characterization for all spaces having Q.
‘This class of spaces is very restrictive. In fact, many ANR(N’) do not
have @, even though some still satisfy P. We need the following lemma.

Lemma 5. IT—{0} is not normal, where I* = {f: I->1, where f is
-a function} has the standard product topology.

Proof (?). Let A= {wp|op(t) =0, t£m, af(m)=1n, mel, and
% i3 a positive integer}, and B = {y"|y™(t) = 1/n, t ¢ I, and n a positive
integer}. Clearly A and B are nonempty, closed, disjoint subsets of I7— {0}.
Let W be any open set in I7— {0} containing B. Let y» ¢ B, and let T,
be a basic open set such that y, ¢ U, C W. Let U} denote the projection
of U, into the t-slot. Now we can choose {#,} C I such that if s € I— {ta},
then Up==1I. Let V be an open set in I7— {0} containing 4, and let U,
be a basic open set such that &) e U;CV. Then U® must intersect Us.
‘From this it can be verified that ¥V must intersect W. Q.E.D.

THEOREM 6. Let X be a topological space. Then X has @ if and only
if X is a Tychonoff cube.

Proof. For necessity, suppose X is not a Tychonoff cube, let T be
any cube and h: X > T any embedding. Choose 7’ = I!. Consider & ¢ T—
—h[X]. Then

{k} X (I*—{0}) C (I'x I")— (T x {0})
-and

{k} % {0} ¢ (W[ X]x {0}) v (Tx I")— (T % {0})) .

Define ¢ = {k}x 4, D = {k} x B, where A and B are the sets constructed
in the proof of Lemma 5, and let U,V be arbitrary open sets in .(h[X]X
X {0Y) v ((Tx I")— (T % {0})) containing the nonempty, digjoint, closed
sets ¢ and D, respectively. Suppose UV =@. Let U’ and V’ be the

(*) This proof is due to Professor Euline Green and is given here with his kind
permission. .
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projection of U and V into I7, respectively. Then U’ and V' are disjoint,
open sets in I7— {0} separating 4 from B, which is absurd by Lemma 5.
Sufficiency can be verified in the obvious way. Q.E.D.

Thus Theorem 2 is a complete characterization for the class of Ty-
chonoff cubes, which are already known to be AR(N’). However, from
Corollary 4, Theorem 6, and Theorem 12 (Section 4), we have

COROLLARY 7. Every proper, open subset of any countably indexed
Tychonoff cube is an ANR(N), but does nol have Q.

Indeed, if we let X =[0,1), =1, h: X+ T by h(z) = 2, and T" be
any Tychonoff cube, it ean be verified that R[X]X {0} is a retract of
(h[z]x {O}) v ((Tx T)—(Tx {0})). Thus X satisfies P, but X e ANR(N)
and does not have Q.

3. Contractibility. Suppose X ¢ AR(G) and W.L.O.G. let T be
a Tychonoff cube containing X. By Theorem 1 there is a retraction
7: (XX {O}) (T x(0,1]) >Xx{0}. Let p be a point of T and define
h: XxI->X by h(z,t)= ar(ip+(1—1)x, t), where m: TX{0}~T is the
projection. Then for each z ¢ X, h(z, 0) = z, h(z, 1) = ar(p, 1). We have
proved

TeEOREM 8. If X ¢ AR(G), then X is coniractible.

THEEOREM 9. If X ¢ ANR(G), then X is locally coniractible.

Proof. As before, we assume X W.L.0.G. is a subset of a cube T'
and let U be open in (X x {0}) v (T x(0,1]) and retracting to X x {0}
by . Let U’ be open in Tx I so that U= U’ ~ ((X X {0}) v (T x (0, 17))-
Suppose V is open in T and contains a point z of X. We create a neighbor-
hood of # in X whick shrinks in ¥V ~ X. W.I.O.G., V C U'". Then there
is a compact neighborhood K of x in T which is contained in ¥ and an
& >0 such that Kx[0,s]C U'. W.LO.G.,, K is a Tychonoff cube, so
there is a map m: K x I+ K such that m(k, 0) = k and-m(k, 1) is a point p.
Now define h: (K ~X)XI->V ~X by hiz,1t)=ar(m(z,?), ¢), where
72 X x {0}~ X is the projection. Then & is the desired contraction. Q.E.D.

4. Subsets and products. In this section, aided principally by Theo-
rem 2, we determine what subsets of ANR(TG) [AR(G)] are ANR(N)
[resp., AR(N°)]. We then determine when a standard product theorem
holds for ANR(N).

TEEoREM 10. Let X >ANR(TG) and let A be a normal subset of X.
If A is a neighborhood retract of X, then A e ANR(N).

Proof. Let i: X—T be an embedding of X into a Tychonoff cube 7'
and let 7’ be any Tychonoff cube. Then by Theorem 1 we have an open
set V in (R[X]x {0}) v ((Tx T')—(T x {0})) containing A[X]x {0} and
a retraction r,;: V->h[X]x {0}. By hypothesis, we have an open set W
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in B[X]X {0} containing h[A]x {0} and a retraction ry: W—h[4]x {0}.
Now A is a normal space, h[A]x {0} is closed in (A[A]x {O}) v (T x T")—
—(T'x {0})), and U = 17%(W) ~ |[(ALA]x {0}) v ((Tx T')—

respectively. By Theorem 2, 4 ¢ ANR(N). Q.E.D.
Using the same technique, one may prove a variation of Theo-
rem 10. '

TrEOREM 11. Let X ¢ ANR(TB) [X € AR(TB)] and let A be a normal -

subset of X. If A is a retract of X, then A ¢ ANR(N) [resp., 4 ¢ AR(N)].

In the next theorem we drop the retract restriction on 4 and obtain
a partial analog of a theorem of Hanner for the metric case (see [1]).

THEOREM 12. Let X e ANR(G) and let A be o normal subset of X.
If A is open in X, then A ¢ ANR(N).

Proof. Let h: X T be an embedding of X into a Tychonoff cube T
and an open set U’ in (A[X]x {O})w ((T'X I")— (T x {0})) retracting
to h[X]x {0} by #', where T’ is any Tychonoff cube. Now h[4] x {0} is
open in k[ X]x {0}. We have A is a normal space, h[A] X {0} is closed
i (A[A]I X {0}) v (T X T)— (T x{0}), and U = (#')""h[4] X {0}) n
A|(RLAIX {0} v (T T')—(T % {0}))] and r=#'|U: U->h[A]x {0} are
the required open set and retraction, respectively. By Theorem 2,
A e ANR(N). QED.

‘We now consider a standard product theorem. Let X, be a topo-

logical space for each ae#, let [ X, be endowed with the product
aedft
topology, and let basic open sets be denoted by <U,,, ..., U,,> (see [2]).

Also let m, be the projection to the a-slot and 4, be the injection of the
a-slot. We need the following lemma relating products and local con-
tractibility.

Levma 13. Let X, be a topological space for eaoh ae s Then n X, is

locally contractible if and only if X, is locally coniractible for each aedt
and X, is contractible for all but finitely many a e 4.

Proof. Necessity. We first show that each X, i locally contractible.
Let Be#, mye Xy, U(zg) be an open set in X, about a,, ye HX

v = {zs} X {y}, and U(x) = U (@5) x H X,. Then there is an open set V( )

about # such that V(z) C U(z), and a homotopy h: V(x)x I - U (x) such

that the identity on V(#) is homotopic to a point ze¢ U(zx) by k. Now

@p € 7V (2)1C Ul(ws). Define hg: mg[V(2)]X I>T () by hg = mzhi, where

i m V(@)X I->V(2) X I by 4(s,1) = (i4(s), 7). The identity on m,[V (2)]

is homotopic to the point 2, e U(x;) by hy. To see that all but finitely

many of the X, are contractible, let ¢ [| X,, U(x) and V(z) be open
aef

(T'x{0}))] and
ruvsz U->h[A]x {0} are the required open set and remacmon

©
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such that zeV{(x)C U(z), and let h: V{z)x I->U(x) be a homotopy
such that the identity on ¥ (#) is homotopic to a point z ¢ U(x). We assume
W.L.0.G. that U(s)=<U,, ..., U,> and V(x)= (V,, .., V,,>. Define
i X, ><I—>HX xI by (s, 1) = (is), 4 for each a5 ay, ..., an. Now

detine h,: X xI—>X by h, = m,hi, for a +# ay, ..., as. The identity on
X, is homotopic to the point 2z, ¢ X, by h,.
Sufficiency. Let ¢ [[ X, and let # « U(x), an open set in H X,.

aedh
We assume W.L.0.G. that U(z) = (U,, ..., U,,> and that X, 1s con—

tractible for all a # a, ..., an. Let h;: X, X I>X, such that the identity
on X, is homotopic to & point 2, ¢ X by k,, @ # @, ..., ¢4, and let h: ¥, X
X I-+TU,, such that the identity on V,, is homotopic t0 2, € Uy, by ke,
‘where :vj eV, CU,. Now zeV(r)= <Vm V..> C U(x). Define &:
Vieg)x I- U(m by h(y, 1) = {hy(¥s 1)}ges- The 1dent1ty on ¥ {z) is homo-
topic to the point {¢,}.cx €[] X, by . QE.D.

‘ aesk

We note that if X is a normal space and A is a neighborhood retract
of X and is contractible, then 4 is a retract of X. A known consequence
of this (see [5]) is

PROPOSITION 14. If X e ANR(N) and X s contraciible, then X e AR (N).

It is not true that [] X, e AR(N) if and only if each X, . AR(N),

aesk
since products of normal spaces need not be normal. However, if [] X,

aedk
is normal, the -above is true (see [2]) and with this same restriction, we

obtain a similar theorem for the neighborhood retract case.
THEOREM 15. Let n X, be normal, where X_ is a topological space

for each a e £. If HX eANR(“G), then X, e ANR(N) for each a e, and

X, e AR(N) for a,ll but finitely many o £. Conversely, if this condition

holds, then [[ X, e ANR(N).
aefk

Proof. For the first part 6f the theorem, we observe X is a normal
space and, letting fe 4 and z e ” .y Xgx {2} is a retract of H X,. By

Theorem 11, X, X {} eANR(J\P But then X;e ANR(N). To see that
all but finitely many of X, are AR(N’), observe that H X, is locally

contractible by Theorem 9. So by Lemma 13, X, is contractlble for all

.but finitely «. Thus by Proposition 14, we have X, ¢ AR(N) for all but

finitely many «. The converse follows from 4.1 page 39, 3.1 page 83,
and 3.2 page 84 of [5], observing that N is a weakly hereditary
class. Q.E.D.

By Corollary 3 and the results of this section we have
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of X, then A ¢« ANR(CIK).

(2) Let X « ANR(CR) [X € AR(CR)]. If A is a retract of X, then

A ¢ ANR(CR) [resp., A e AR(CI)].

(3) [ X,c ANR(CHR) [[] X, ¢ AR(CI)] if and only if X, e ANR(CR) ;
aek aedl
for each ae# and X, < AR(CR) for all but finitely many a [resp.,

X, e AR(CX) for each a e #].

5. Locally compact neighborhood retracts. In this section we prove

that for locally compact Tychonoff spaces, the neighborhood retract
concept is equivalent to a much stronger condition. Let C be a class of
topological spaces. A space X is said to be a strong absoluie neighborhood
retract for the class C (written X ¢ S—ANR(C)) providing condition (2)
of our original condition can be replaced by the following weaker state-
ment: if whenever h: XY i3 an embedding and Y ¢ G, then h[X] is
a retract of some open set in ¥ (see [4] and [6] for the separable métric
case). Note that for Hausdorff spaces, the “strong absolute retract”
concept would be no different from the AR(C) condition.
The proof of the following lemma is analogous to that in [6].

Lpyma 17. Let X be a Tychonoff space. Then X ¢ 8- ANR(G) if and
only if for each Tychonoff eube T and each embedding h: X - T, there is an
open set U in T and a retraction r: U—>h[X].

TerROREM 18. Let X be o locally compact Tychonoff space. Then
X e ANR(G) if and only if X ¢ §-ANR(B).

Proof. Sufficiency is obvious. For necessity, suppose X ¢ ANR (G}
and let h: X—~T be an embedding of X into some Tychonoff cube 7.
We create an open set U in T and a retraction r: U-h[X]. From
Theorem 1, there is an open set V in (A[X] X {0}) v (Tx (0,1]) contain-
ing A[X]x {0} and a retraction 7: V>h[X]X {0} Let I'= h—[f]ﬁ
—h[X]CT. Since X is locally compact, I" is. closed in 7' (see [6]). Now
if h[X]= T, then h[X] is open in T and U = h[X] is the desired open
set. Hence we may assume h[_Xj # T. Let y be a point of T— in:Y—] and
leti g: 7'>1 be a map such that g(y) = 1 and ¢[h[X]] = 0. Define F: T—
— P> ([X]X {0}) v (T % (0,1]) by F(0) = (2, o(2)) and let U= FV].
Then U is open in T—1I', and hence in T, and r=a'F|U: —»h[X] is
& retraction, where m: h[X]x {O}~h[X] is the projection. By appeal to
Lemma 17, X ¢ §-ANR(%). Q.E.D. ‘

Lemma 17 and Theorem 18 yield a corollary that is somewhat similar

to Theorem 0 stated in section 1 and in compact Hausdorff spaces reduces
to Corollary 3. ‘
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CORROLLARY 19. Let X be a locally compact Tychonoff space. Then
X ¢ ANR(G) if and only if for each Tychonoff cube T and each embedding
h: X->T, h[X] is o retract of some open set in T.
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