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Chapter 1

Bott periodicity and index theorem

1.1 Bott periodicity

In one of it’s forms Bott periodicity theorem can be stated as

πj(GL(n,C)) =
{

0 j even,
Z j odd

for j = 0, 1, 2, . . . , 2n − 1. This is the original form of Bott’s theorem. It has reformulation,
for example in the language of topological K-theory or the K-theory of C∗-algebras where it
gives an isomorphism

Kj(A) ' Kj(A⊗ C0(R2)).

The homotopy groups are constructed as follows. We take maps from the sphere

Sj f−→ X

preserving base points p0 ∈ Sj , x0 ∈ X, i.e. f(p0) = x0. On the set of homotopy classes of
such maps we give a group structure by composing with the map contracting the equator of
the sphere Sj making it a wedge of two copies of Sj .

Sj → Sj ∨ Sj f∨g−−→ X.

The sphere Sn can be described as

Sn = {(t1, t2, . . . , tn+1) ∈ Rn+1
∣∣ t21 + . . .+ t2n+1 = 1},

however if n is odd we can embed it in the complex space Cn

S2r−1 = {(λ1, λ2, . . . , λr) ∈ Cr
∣∣ r∑

j=1

λjλj = 1}.

For a map f : Sn → Sn define degree deg(f) ∈ Z as follows. On homology f induces a
map

f∗ : Hn(Sn; Z) → Hn(Sn; Z) ' Z

Then for each u ∈ Hn(Sn; Z)
f∗(u) = deg(f)u.
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We shall define for j = 1, 3, 5, . . . , 2n− 1 a homomorphism of abelian groups

β : πj(GL(n,C)) → Z.

First consider j = 2n− 1 and a map

f : S2n−1 → GL(n,C).

For p ∈ S2n−1

f(p) =


λ11(p) λ12(p) . . . λ1n(p)
λ21(p) λ22(p) . . . λ2n(p)

...
...

...
λn1(p) λn2(p) . . . λnn(p)


We take first column and divide it by the norm i.e.

f1(p) := (λ11(p), λ21(p), . . . , λn1(p))/(
n∑

j=1

λji(p)λji(p))
1
2 .

This gives a map f1 : S2n−1 → S2n−1. Now define

β(f) :=
deg(f1)
(n− 1)!

∈ Z.

It os a part of Bott’s theorem that this number actually is an integer.
For all n the unitary subgroup U(n) ∈ GL(n,C) is a maximal compact subgroup, and the

inclusion induces a homotopy equivalence. From the fibering

U(n− 1) → U(n) → S2n−1

and the homotopy exact sequence we get that for 0 < j < 2n− 1 the homotopy

πj(U(n− 1)) ' πj(U(n)).

Lemma 1.1. If j = 2r − 1 with 1 6 r < n, then

f : S2r−1 → GL(n,C)

is homotopic to a map
f̃ : S2r−1 → GL(n,C)

of the form

f̃(p) =



λ11(p) λ12(p) . . . λ1r(p) 0 0 . . . 0
λ21(p) λ22(p) . . . λ2r(p) 0 0 . . . 0

...
...

...
...

...
...

λr1(p) λr2(p) . . . λrr(p) 0 0 . . . 0
0 0 . . . 0 1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...

...
...

...
...

...
0 0 . . . 0 0 0 . . . 1
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Define
f̃1 : S2r−1 → S2r−1

f̃1(p) := (λ11(p), λ21(p), . . . , λr1(p))/(
r∑

j=1

λji(p)λji(p))
1
2 .

and as before

β(f) :=
deg(f̃1)
(r − 1)!

∈ Z.

This number is an integer, which is part of the

Theorem 1.2. For j = 1, 3, 5, . . . , 2n− 1

β : πj(GL(n,C)) → Z

is an isomorphism.

1.2 Elliptic operators

Let X be a C∞-manifold (Hausdorff, second countable, finite dimensional, without bound-
ary), and E → X a complex C∞-vector bundle. For each p ∈ X, Ep is a C-vector space with
dimCEp <∞.

By C∞(X,E) we denote a C-vector space of all C∞ sections of E,

dimCC
∞(X,E) = ∞.

If E0, E1 are two vector bundles on X, then an elliptic differential operator (or elliptic
ψD0) is a C-linear map

D : C∞(X,E0) 7→ C∞(X,E1)

which is differential operator (or an ψD0) and which satisfies a condition called ellipticity.

Example 1.3. Laplacian on X = Rn, E0 = E1 = X × C

D =
∂2

∂x2
1

+
∂2

∂x2
2

+ . . .+
∂2

∂x2
n

.

This operator is elliptic of order 2, because polynomial

ξ21 + ξ22 + . . .+ ξ2n

has no real zeroes except (0, 0, . . . , 0).

Example 1.4. Cauchy-Riemann operator on X = R2, E0 = E1 = X × C

D =
∂

∂x1
+ i

∂

∂x2
.

This operator is elliptic of order 1, because polynomial ξ1 + iξ2 has no real zeroes except
(0, 0). If we denote

∂̄ =
1
2

(
∂

∂x1
+ i

∂

∂x2

)
then ∂̄f = 0 iff. f is holomorphic.
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Definition of ellipticity
D : C∞(X,E0) → C∞(X,E1)

differential operator of order r. To each p ∈ X and ξ ∈ T ∗pX = HomR(TpX,R) we shall
associate a map of C-vector spaces

σ(ξ,D) : E0
p → E1

p .

To do this, given v ∈ E0
p and ξ ∈ T ∗pX, choose

1. Section s ∈ C∞(X,E0) with s(p) = v,

2. C∞-function f : X → R with f(p) = 0 and (df)(p) = ξ.

Lemma 1.5. D(f rs)(p) depends only on D, ξ, v; and does not depend on the choice of s
and f .

Set
σ(ξ,D)v := D(f rs)(p),

σ(ξ,D) : E0
p → E1

p .

Definition 1.6. A differential operator of order r

D : C∞(X,E0) → C∞(X,E1)

is elliptic if whenever p ∈ X and 0 6= ξ ∈ T ∗pX, then σ(ξ,D) : E0
p → E1

p is an isomorphism
of C-vector spaces.

Example 1.7. Let X be a manifold. We consider complex valued differential forms on X i.e.
elements of

Λj(T ∗CX), T ∗CX := T ∗X ⊗R C, j = 0, 1, 2, . . . .

The de Rham operator

C∞(X,Λj(T ∗CX)) d−→ C∞(X,Λj+1(T ∗CX))

is a differential operator of order 1. For p ∈ X, ξ ∈ T ∗pX, v ∈ (Λj(T ∗CX))p choose a form ω
such that

ω(p) = v.

Then choose a function f : X → R such that

(df)(p) = ξ.

We have
d(fω) = df ∧ ω + fdω

d(fω)p = (df ∧ ω)p because f(p) = 0,

and thus the map σ(ξ, d) is given by

v 7→ ξ ∧ v because (df)(p) = ξ.

This operator is not elliptic. However if we take⊕
j

C∞(X,Λ2j(T ∗CX)) d+d∗−−−→
⊕

j

C∞(X,Λ2j−1(T ∗CX)),
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where d∗ : Λj(T ∗CX) → Λj−1(T ∗CX) is formal adjoint to d, then d+d∗ is elliptic, and σ(ξ, d+d∗)
is given by

v 7→ ξ ∧ v + ι(ξ)v,

where ι(ξ) is a contraction of form by ξ.

Lemma 1.8. If X is compact and D is elliptic, then

dimC(kerD) <∞, and

dimC(cokerD) <∞.

Definition 1.9. If X is compact and D is elliptic, then

Index(D) := dimC(kerD)− dimC(cokerD).

Theorem 1.10 (Atiyah-Singer). If X is compact and D is elliptic, then

Index(D) = (topological formula).

Example 1.11. Toeplitz operator

X = S1 = {(a1, a2) ∈ R2
∣∣ a2

1 + a2
2 = 1}

Take a trivial bundles E0 = E1 = S1 ×C. Sections of these are just smooth functions on S1

C∞(S1, E0) = C∞(S1, E0) = C∞(S1).

Any u ∈ C∞(S1), u : S1 → C, has a Fourrier series

u =
n=∞∑

n=−∞
ane

inθ, an ∈ C.

We have a decomposition
C∞(S1) = C∞

+ (S1)⊕ C∞
− (S1)

C∞
+ (S1) =

{
u ∈ C∞(S1)

∣∣ an = 0 ∀ n < 0
}

C∞
− (S1) =

{
u ∈ C∞(S1)

∣∣ an = 0 ∀ n > 0
}

Denote the projection
P : C∞(S1) → C∞

+ (S1),

P

(
n=∞∑

n=−∞
ane

inθ

)
=

n=∞∑
n=0

ane
inθ.

Fix a C∞ function α : S1 → C and define

Tα(u) = P (αu), α(u)(λ) = (αλ)u(λ), u ∈ C∞(S1), λ ∈ S1.

Define operator
Dα : C∞(S1) → C∞(S1)

using decomposition C∞(S1) = C∞
+ (S1)⊕ C∞

− (S1)

Dα =
[
Tα 0
0 I

]

Dαu =
{
Tαu u ∈ C∞

+ (S1)
u u ∈ C∞

− (S1)
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Proposition 1.12. 1. Dα : C∞(S1) → C∞(S1) is a pseudo-differential operator (ψD0),

2. Dα is elliptic iff. α(λ) 6= 0 for all λ ∈ S1,

3. if α(λ) 6= 0 for all λ ∈ S1, then

Index(Dα) = −(winding number)(α) = − 1
2πi

∫
S1

dα

α
.

Remark 1.13. Winding number is also present in our Bott periodicity theorem. Indeed

π1(GL(n,C)) ' Z

and the isomorphism is given by winding number of

S1 7→ GL(n,C) det−−→ C∗.

Example 1.14. Classical Riemann-Roch. Let X be connected Riemann surface, i.e compact
connected complex analitic manifold with dimCX = 1. The genus of X is a number of holes
which is equal to

g =
1
2

rank H1(X; Z).

Assume we are given a complex analitic line bundle L on X. For each p ∈ X, Lp is a C-vector
space, dimC Lp = 1. The degree deg(L) of this bundle can be defined as follows. Choose any
meromorphic section u of L. Then the order of u at p ∈ X is defined as

ordp(u) =


0 if p ∈ X is neither a zero nor a pole of u,
n if p ∈ X is a zero of order n of u,
n if p ∈ X is a pole of order n of u.

Then
deg(L) :=

∑
p∈X

ordp(u).

Lemma 1.15. deg(L) does not depend on the choice of meromorphic section u.

Remark 1.16. Another way to describe the degree is to evaluate first Chern class of bundle
L on the fundamental class of the base X

deg(L) = 〈c1(L), [X]〉 ∈ Z.

Consider operator
∂̄ : C∞(X,L) → C∞(X,L⊗ Λ0,1T ∗CX)

given for s = fα by

∂̄s =
∂f

∂z̄
⊗ dz̄

z = x+ iy, dz̄ = dx− idy,
∂f

∂z̄
=

1
2

(
∂f

∂x
+ i

∂f

∂y

)
,

and C∞(X,L⊗ Λ0,1T ∗CX) are complex valued 1-forms of type (0, 1). Then u ∈ C∞(X,L) is
holomorphic iff. ∂̄u = 0.

Theorem 1.17 (Riemann-Roch).

Index(∂̄) = deg(L)− g + 1.
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1.2.1 Pseudodifferenital operators

When we consider non compact manifolds the Atiyah-Singer index theorem must be stated
using elliptic pseudodifferential operators.

Let U ∈ Rn be an open subset, m ∈ Z. Define a subspace

Sm(U) ⊂ C∞(U × Rn)

φ ∈ Sm(U), φ : U × Rn → C, (x, ξ) 7→ φ(x, ξ),

by the condition
Function φ ∈ Sm(U) if and only if for every compact subset ∆ ⊂ U and for all multiindices

α, β there exists constant Cφ,α,β,∆ with∣∣∣Dβ
xD

α
ξ φ(x, ξ) 6 Cφ,α,β,∆(1 + |ξ|)m−|α|.

∣∣∣
Constant Cφ,α,β,∆ depends on φ, α, β,∆,

Dα
ξ =

(
1
i

∂

∂ξ1

)α1
(

1
i

∂

∂ξ2

)α2

. . .

(
1
i

∂

∂ξn

)αn

,

|α| =
n∑

j=1

αj .

Now define a subspace
Sm

0 (U) ⊂ Sm(U)

Function φ ∈ Sm
0 (U) if and only if

lim
λ→∞

φ(x, λ, ξ)
λm

exists.
For φ ∈ Sm(U) set

σφ(x, ξ) = lim
λ→∞

φ(x, λ, ξ)
λm

.

Then σφ is a C∞ function defined on U × (Rn × {0})

σφ : U × (Rn − {0}) → C

and σφ is homogeneous of degree m in ξ. We take it as a symbol of the following operator

Pφ : C∞
c (U) → C∞

c (U)

Pφ(x) =
1
2π

∫
φ(x, ξ)f̂(ξ)e〈x,ξ〉dξ

1.3 Topological formula of Atiyah-Singer

Let X be compact hausdorff topological space, E C-vector bundle on X. To describe the
topological index formula one has to introduce Chern character ch(E) and the Todd class
Td(E), both being elements of

⊕
j Hj(X; Q).

For line bundle L→ X

ch(E) = ec1(L) = 1 + c1(L) +
c21(L)

2
+ . . .

8



For a sum of a line bundles E = L1 ⊕ L2 ⊕ . . .⊕ Ln

ch(L1 ⊕ L2 ⊕ . . .⊕ Ln) = ec1(L1) + ec1(L2) + . . .+ ec1(Ln) =

= ch(L1) + ch(L2) + . . .+ ch(Ln).

General formula can be obtained using above and splitting principle. Just as Chern character
is based on a function ex, the Todd class is based on a function

x

1− e−x
=

x

1− [1− x+ x2

2 − x3

3! + . . .]
=

=
1

1− α
= 1 + α+ α2 + . . . .

Now for a line bundle L→ X we have

Td(L) =
c1(L)

1− e−c1(L)

and for a sum of line bundles

Td(L1 ⊕ L2 ⊕ . . .⊕ Ln) = Td(L1) ∪ Td(L2) ∪ . . . ∪ Td(Ln).

Let E0, E1 → X be vector bundles on X, ψ : E0 → E1 a vector bundle map.

Support(ψ) := { p ∈ X
∣∣ ψ : E0

p → E1
p is not an isomorphism of C-vector spaces}

Assume Support(ψ) is compact. Then

ch(ψ) ∈ H2j
c (X; Q).

Example 1.18. Let M be a compact C∞-manifold with no boundary. For a pair of vector
bundles

E0 - E1

M
�

-

let
D : C∞(M,E0) → C∞(M,E1)

be an elliptic operator. The cotangent bundle

π : T ∗M →M, π(T ∗pM) = p

induces pullback bundles on T ∗M

π∗E0, π∗E1 - E0, E1

T ∗M
? π

- M
?

The symbol of D is a mapping
σ : π∗E0 → π∗E1.

Then
ch(σ) ∈ H2j

c (T ∗M ; Q)

and
Index(D) = (ch(σ) ∪ π∗ Td(TM ⊗R C))[T ∗M ].
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In the proof of index theorem one uses

Lemma 1.19. Let A be an abelian group. Let ϕ : A→ Z and τ : A→ Z be homomorphisms.
Assume that ϕ is an isomorphism. Assume also that there exists a ∈ A, with a 6= 0 and
ϕ(a) = τ(a). Then ϕ = τ .

Now we shall describe appriopriate abelian group A.

Definition 1.20. A symbol datum is a 4-tuple (M,F 0, F 1, σ) such that

1. M is a C∞-manifold, finite dimensional, Hausdorff, second countable, with π0(M) fi-
nite, and with no boundary,

2. F 0, F 1 are complex vector bundles on T ∗M ,

3. σ is a vector bundle map F 0 → F 1 with Support(σ) compact.

On a set of such 4-tuples we will define an equivalence relation ∼, and then put

A := {(M,F 0, F 1, σ)}/ ∼

(M,F 0, F 1, σ) + (W,E0, E1, θ) = (M ∪W,F 0 ∪ E0, F 1 ∪ E1, σ ∪ θ).

Now the two homomorphisma which are mentioned in the lemma (1.19) are as follows

ϕ : A→ Z

ϕ(M,F 0, F 1, σ) := (ch(σ) ∪ π∗ Td(TM ⊗R C))[T ∗M ],

τ : A→ Z

τ(M,F 0, F 1, σ) = Index(D),

where D is any elliptic operator on M whose symbol datum is (M,F 0, F 1, σ).

Remark 1.21. If M is non-compact then D will be an elliptic pseudodifferential operator
(ΨDO) on M which is trivial at infinity.

The equivalence relation ∼ betwen symbol data is described in five steps

1. isomorphism,

2. homotopy of σ,

3. direct sum - disjoint union,

4. excision,

5. vector bundle modification.

1. Isomorphism.

4-tuples (M,F 0, F 1, σ) and (W,E0, E1, θ) are isomorphic

(M,F 0, F 1, σ) ' (W,E0, E1, θ)

if and only if there exists a diffeomorphism

h : M →W
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such that one can assign in a continuous way, to each ξ ∈ T ∗W an isomorphisms of
vector spaces

η0
ξ : E0

ξ
'−→ F 0

h′ξ,

η1
ξ : E1

ξ
'−→ F 1

h′ξ,

with commutativity in the diagram

E0
ξ

η0
ξ - F 0

h′ξ

E1
ξ

θ

? η1
ξ - F 1

h′ξ

σ

?

where
h′ : T ∗W → T ∗M

is the map of cotangent bundles induced by h : M →W .

2. Homotopy of σ.

We consider homotopies between symbol data (M,F 0, F 1, σ) such that M,F 0, F 1 is
fixed, and for 0 6 t 6 1 we have family of symbols σt. Then

(M,F 0, F 1, σ0) ∼ (M,F 0, F 1, σ1).

Furthermore the set of (σ, t) ∈ T ∗M × [0, 1] such that

σt(ξ) : F 0
ξ → F 1

ξ

is not an isomorphism of C-vector spaces, is compact.

3. Direct sum - disjoint union.

Let (M,F 0, F 1, σ) and (M,E0, E1, θ) be two symbol data with the same M . Then

(M,F 0, F 1, σ) ∪ (M,F 0, F 1, θ) ∼ (M,F 0 ⊕ E0, F 1 ⊕ E1, σ ⊕ θ).

4. Excision.

Let (M,F 0, F 1, σ) be a symbol data. Recall that

Support(σ) = { ξ ∈ T ∗M
∣∣ σ(ξ) : F 0

ξ → F 1
ξ is not an isomorphism of C vector spaces}.

Denote by π the projection T ∗M →M . Let U ⊂M be an open set with

π(Support(σ)) ⊂ U.

Then
(M,F 0, F 1, σ) ∼ (U,F 0|T ∗U , F

1|T ∗U , σ|T ∗U ).

5. Vector bundle modification.

Let (M,F 0, F 1, σ) be a symbol data and E any C∞-vector bundle on M . Then we
describe another 4-tuples (E,−,−,−) which will be equivalent to the given one. First
we give a basic example of symbol datum.
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Example 1.22. For each n = 1, 3, 5, . . . w shall define a symbol datum Rn∧. For n = 1
we take

R1∧ = (R, (T ∗R)× C, (T ∗R)× C, ·)

One has
T ∗R = R× R = C

(t1, t2dx) ↔ t1 + it2, t1, t2 ∈ R

and · denotes multiplication on the second coordinate

(λ1, λ2) 7→ (λ1, λ1 · λ2).

For n > 1 we put
Rn∧ := R1∧ × R1∧ × . . .× R1∧.

More explicitly

Rn∧ = (Rn, (T ∗Rn)× ΛevCn, (T ∗Rn)× ΛoddCn,∧+ ι),

where
T ∗Rn = Rn × Rn = Cn,

ΛevCn =
⊕

j

Λ2jCn, ΛoddCn =
⊕

j

Λ2j+1Cn

∧+ ι : Cn × ΛevCn → Cn × ΛoddCn

(v, w) 7→ (v, v ∧ w + ι(v)w), v ∈ Cn, w ∈ ΛevCn.

Now in the special case of trivial bundle E = M × Rn we have

(M,F 0, F 1, σ) ∼ (M,F 0, F 1, σ)× Rn∧.

However this construction has enouch naturality, so that it can be done even when E
is not trivial. Let E →M be smooth complex vector bundle. Then we have

E T ∗E

,

M
?

T ∗M

ρ
?

and T ∗E is a C-vector bundle on T ∗M .

Set
Λev :=

⊕
j

Λ2j(T ∗E), Λodd :=
⊕

j

Λ2j+1(T ∗E)

and then form a symbol datum

(E, ρ∗[(F 0⊗̂Λev)⊕ (F 1⊗̂Λodd)], ρ∗[(F 1⊗̂Λev)⊕ (F 0⊗̂Λodd)], σ#(∧+ ι))

∼ (M,F 0, F 1, σ).
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In the formula above we use external tensor product of vector bundles and external tensor
product of symbols, which we describe next. For a pair of vector bundles E → X, F → Y
their external tensor product is a bundle

E⊗̂F

X × Y
?

with fiber
(E⊗̂F )(x,y) = Ex ⊗C Fy.

Then the external product of symbol data is defined as follows

(M,F 0, F 1, σ)× (W,E0, E1, θ) :=

M ×W, (F 0⊗̂E0)⊕ (F 1⊗̂E1), (F 1⊗̂E0)⊕ (F 0⊗̂E1), σ#θ)

T ∗(M ×W ) = T ∗M × T ∗W,

σ#θ =
[
σ⊗̂IE0 −IF 1⊗̂θ∗
IF 0⊗̂θ σ∗⊗̂IE1 ,

]
where I is the identity map.

Support(σ#θ) = Support(σ) ∪ Support(θ).

Now we can put
A := {(M,F 0, F 1, σ)}/ ∼ .

A is an abelian group with the addition defined as

(M,F 0, F 1, σ) + (W,E0, E1, θ) = (M ∪W,F 0 ∪ E0, F 1 ∪ E1, σ ∪ θ),

the inverse
−(M,F 0, F 1, σ) = (M,F 1, F 0, σ∗),

and the identity being any datum (M,F 0, F 1, σ) with Support(σ) = ∅, for example

(M,F, F, id).

Now we can state and proof the

Theorem 1.23 (Atiyah-Singer). Let E0, E1 →M be smooth C-vector bundles on a smooth
manifold M . For any elliptic pseudodifferential operator

D : C∞(M,E0) → C∞(M,E1),

with symbol datum
(T ∗M,π∗E0, π∗E1, σ), π : T ∗M →M

Index(D) = (ch(σ) ∪ π∗ Td(TM ⊗R C))[T ∗M ].

Remark 1.24. We do not assume that M is compact. If it is so, then one can use elliptic
differential operator D.
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Proof. (An outline) By the lemma (1.19) it is sufficient to show that the two maps

ϕ : A→ Z, τ : A→ Z

given by the formulas

ϕ(M,F 0, F 1, σ) := (ch(σ) ∪ π∗ Td(TM ⊗R C))[T ∗M ],

τ(M,F 0, F 1, σ) = Index(D),

satisfy assumptions of the lemma, and therefore ϕ = τ . To do this we have to check that
each of them is

1. well defined, that is compatible with the equivalence relation ∼,

2. integer valued,

3. additive, that is homomorbism of abelian groups.

Moreover for ϕ we have to check that it is ”1-1” and ”onto”. Finally that there exists nonzero
element of A on which both agree.

It is easy to check that ϕ is well defined, additive, and ϕ(R1∧) = 1, that is ϕ is onto. It
follows from the naturality of the Chern character and the Todd class used in the formula.
The more difficult part is to check that it is integer valued and one to one. To prove that it
is so one needs a

Lemma 1.25. Any symbol datum (M,F 0, F 1, σ) is equivalent to a symbol datum whose
manifold is Rn

(M,F 0, F 1, σ) ∼ (Rn, G0, G1, η)

Proof. (An outline) Embed M into Rn for sufficiently large n in sauch way that M is a closed
subset and C∞ manifold of Rn.

Next step is to use the normal bundle ν of M in Rn and do vector bundle modification
by ν

(M,F 0, F 1, σ) ∼ (ν,−,−,−).

Now ν is an open subset of Rn and one can do excision ”in reverse”

(ν,−,−,−) ∼ (Rn,−,−,−).

Any vector bundle on T ∗Rn = Rn × Rn is trivial so we can assume that

(M,F 0, F 1, σ) ∼ (Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, η).

Furthermore we can assume that l > n, for if l < n let r := n− l, and then

(Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, η) ∼

(Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, η) ∪ (Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, id) ∼

(Rn, (T ∗Rn)× Cl+r, (T ∗Rn)× Cl+r, η ⊕ id).

Thus we can assume that

(M,F 0, F 1, σ) ∼ (Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, η), l > n.

14



T ∗Rn = Rn × Rn = R2n.

Mapping η can be considered as

η : Rn →Ml(C) = { l × l matrices [λij ]
∣∣ λij ∈ C}.

There extist a compact set ∆ ∈ Rn with

η(ξ) ∈ GL(l,C) ∀ ξ ∈ R2n −∆.

Making an evident homotopy (if necessary) of η we may assume

η(ξ) ∈ GL(l,C) ∀ ||ξ|| > 1.

Then
η|S2n−1 : S2n−1 → GL(l,C), l > n.

ϕ((Rn, (T ∗Rn)× Cl, (T ∗Rn)× Cl, η)) = β(η|S2n−1)

for β defined in section (1.1), and we have

β(η|S2n−1) ∈ Z,

so ϕ is integer valued.
Suppose now that

β(η|S2n−1) = 0,

then
[η|S2n−1 ] = 0 in π2n−1(GL(l,C)).

By making a homotopy of η w obtain

η̃ : R2n →Ml(C)

with
η̃(R2n) ∈ GL(l,C).

Such η̃ in an abelian group A is equal to 0, so this proves that ϕ is one to one.
Now for (M,F 0, F 1, σ) let D be any elliptic pseudodifferential operator whose symbol (up

to homotopy of σ) is σ.

τ(M,F 0, F 1, σ) = Index(D) = dim kerD − dim cokerD.

It is obvious that it is integer valued. Also it is easy to check that τ is a homomorphism of
abelian groups. The difficult part is to check that it is well defined, that is index does not
change, when we do any of five steps defining equivalence relation ∼ on symbol data.

1.4 Index theorem for families of operators

Let H be a Hilbert space, T : H → H a Fredholm operator (has finite dimensional kernel and
cokernel). The space of Fredholm operators we denote F(H) ⊂ L(H).

Theorem 1.26. For compact space X

[X,F(H)] ' K0(X).
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We describe only a map from the homotoy classes [X,F(H)] to K0(X). Let p ∈ X,
f : X → F(H)

f(p) ∈ F(H)

Each f(p) has finite dimensional kernel and cokernel. Let N (f(p)) be the nullspace of f(p)
and R(f(p)) its range. Then we have mappings

p 7→ N (f(p)),

p 7→ R(f(p))⊥,

If the dimensions of spaces N (f(p)), R(f(p))⊥ are locally constant functions on X, then
we have two vector bundles N , R⊥ over X, both subbundles of infinite dimensional vector
bundle X ×H. The formal difference of isomorphism classes

[N ]− [R⊥]

is an element of K-theory of X. The contruction needs to be modified if the dimensions of
N (f(p)) or R(f(p))⊥ are not locally constant functions on X.

Let W,X be smooth manifolds without boundary, X compact. Suppose we are given
submersion π : W → X and fibers of π are compact submanifolds. Suppose also that we have
an elliptic differential operator on each fiber. Then we can form a kernel bundle and cokernel
bundle which formal difference is an element of K0(X). This element we call an index for a
given family of operators.

We will give an idea of proof of the Bott periodicity theorem stated as

Theorem 1.27. There is an isomorphism

β : K0(X) → K0(X × R2)

E0 - E1 R2 × C - R2 × C

⊗

M
�

-

R2
�

-

The map β is a multiplication by some element b ∈ K0(R2) ' K0(S2). There is an
isomorphism

K0(X × R2) → K̃(X × S2)

(X is without distinguished point). Consider a complex vector bundle on X × S2

E

X × S2
?

For each p ∈ X we have a vector bundle on S2

Ep= E|{p}×S2

S2
?
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The Dirac operator on S2 can be represented as

D =
[

0 D−
D+ 0

]
We are interested only in

D+ : C∞(S2, L+) → C∞(S2, L−)

Where L→ S2 is a line bundle. We can tensor the Dirac operator with the bundle E on S2

and obtain for each p ∈ X

D+ ⊗ Ep : C∞(S2, L+ ⊗ Ep) → C∞(S2, L− ⊗ Ep).

This gives a family of elliptic operators parametrized by X. It has an index in K0(X), so we
have defined a map

α : K0(X × R2) → K0(X).

It can be proved that it is an inverse of β.
We list properties of maps β and α.

β : K0(X) → K0(X × R2)

1. it is functorial in X

2. it is K0(X)-module homomorphism

3. For X = pt
β : K0(pt) → K0(R2) ' Z

β(1) = b.

α : K0(X × R2) → K0(X).

1. it is functorial in X

2. it is K0(X)-module homomorphism

3. For X = pt
α : K0(R2) → K0(pt) ' Z

α(b) = 1.

After proving above properties it is clear that β is an isomorphism and α is its inverse.
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