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Abstract. We study phase transitions for the topological pressure of
geometric potentials of transitive sets. The sets considered are partially
hyperbolic having a step skew product dynamics over a horseshoe with
one-dimensional fibers corresponding to the central direction. The sets
are genuinely non-hyperbolic containing intermingled horseshoes of dif-
ferent hyperbolic behavior (contracting and expanding center).

We prove that for every k ≥ 1 there is a diffeomorphism F with a
transitive set Λ as above such that the pressure map P (t) = P (t ϕ) of
the potential ϕ = − log ‖dF |Ec‖ (Ec the central direction) defined on Λ
has k rich phase transitions. This means that there are parameters t`,
` = 1, . . . , k, where P (t) is not differentiable and this lack of differen-
tiability is due to the coexistence of two equilibrium states of t` ϕ with
positive entropy and different Birkhoff averages. Each phase transition
is associated to a gap in the central Lyapunov spectrum of F on Λ.

1. Introduction

Thermodynamical formalism is a branch of ergodic theory, that studies
quantifiers of invariant measures such as entropy and Lyapunov exponents.
Those are interrelated by the pressure of the so-called geometric potentials
associated to the differential of the map. Recall that, given a continuous
map F : Λ → Λ of a compact metric space Λ and a continuous function
ϕ : Λ→ R, its topological pressure PF |Λ(ϕ) with respect to F |Λ is defined in
purely topological terms and can be expressed via the variational principle

PF |Λ(ϕ) = sup
(
h(µ) +

∫
ϕdµ

)
,

where h(µ) denotes the entropy of the measure µ and the supremum can be
taken over all ergodic F -invariant probability measures (see [21]). A measure
is called an equilibrium measure for ϕ with respect to F |Λ if it attains the
supremum in the above principle.
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This theory is quite well understood in the uniformly hyperbolic setting,
see [4, 19]. In this setting, for a given Hölder continuous function ϕ (some-
times called potential) the pressure function t 7→ PF |Λ(t ϕ), t ∈ R, is analytic
and its derivatives are related to stochastic properties of the dynamics and
of equilibrium states. Little is known beyond this hyperbolic context and
naturally, a crucial point is the differentiability of the pressure function.

Going beyond the hyperbolic scenery, in the non-hyperbolic context there
are essentially two types of dynamics called critical and non-critical (see
Preface in [3]). The former one is present for instance in the quadratic
family and for diffeomorphisms with homoclinic tangencies, while the latter
one is mainly associated to partially hyperbolic dynamics. In this paper
we consider partially hyperbolic transitive sets of a diffeomorphism F with
one-dimensional center direction Ec and study the differentiability of the
pressure for the geometric potential ϕ = − log ‖dF |Ec‖. Let us observe that
this map is always convex and thus non-differentiable in at most a countable
number of points (see [21, Chapter 9] for more information). Moreover, in
this setting equilibrium states for t ϕ always exist for every t ∈ R (see [7,
Proposition 6] and also [8]).

Before stating the result of the paper, let us recall that the pressure
function t 7→ PF |Λ(t ϕ), t ∈ R, is said to exhibit a phase transition at a
parameter tc if it fails to be real analytic at tc. This transition is of first
order if it fails to be differentiable at tc. In some cases, the existence of
a phase transition is associated to the existence of (at least) two (ergodic)
equilibrium states with different Birkhoff averages. Note that to each ergodic
measure there is associated a sub-gradient of the pressure function whose
slope is given by the Birkhoff average of ϕ with respect to the measure. The
transition is said to be rich if there are at least two equilibrium states for
tc ϕ with positive entropy.

Theorem 1. Given any k ∈ N and any manifold M of dimension at least
3, there is a C∞ diffeomorphism F of M having a compact invariant set Λ
that is topologically transitive and partially hyperbolic with splitting

TΛM = Es ⊕ Ec ⊕ Eu

with non-trivial bundles and one-dimensional center bundle Ec having the
following properties:

Consider the continuous potential ϕ = − log ‖dF |Ec‖, the topological pres-
sure P (t) = PF |Λ(t ϕ) has k rich phase transitions. More precisely, there are
parameters tk < · · · < t1 < 0 such that P (t) is real analytic in each interval
(−∞, tk), (tk, tk−1), . . . , (t2, t1) and not differentiable at tk, . . . , t1. Further,
for every t`, ` = 1, . . . , k, there exist at least two equilibrium states for t` ϕ
with respect to F |Λ both with positive entropy.

The dynamics of the transitive set Λ is a step skew product with one-
dimensional fibers, semi-conjugate to a shift map over three symbols, and
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its central direction has mixed contracting and expanding behaviors. For in-
stance, the sets of those hyperbolic periodic points which are contracting in
the central direction and those which are expanding in the central direction
are both dense in Λ. This sort of sets have also a rich fiber structure and
contain uncountably many curves (called spines) tangent to the central direc-
tion. Topological properties and the rich fibre structure of such sets, called
porcupine horseshoes, were studied in [12, 9, 11], compare also so-called
bony attractors with a somehow similar structure in [14, 16]. The occur-
rence of phase transitions for the geometric potential were studied in [17, 9]
(existence of one transition) and [10] (existence of one rich transition).

Let us briefly describe the diffeomorphism F in a neighborhood of Λ.
Consider the cube Ĉ = [0, 1]2 and a diffeomorphism Φ defined on R2 having
a horseshoe Γ in Ĉ conjugate to the full shift σ : Σ012 → Σ012 of three
symbols, Σ012 = {0, 1, 2}Z. Denote by $ : Γ → Σ012 the conjugation map
$ ◦ Φ = σ ◦$. Let C = Ĉ× [0, 1]. We consider a map F : C→ R3 defined
by

(1.1) F (x̂, x) def= (Φ(x̂), f$(x̂)(x))

where f$(x̂) : [0, 1] → [0, 1] are C1 injective interval maps specified in Sec-
tion 3.1. We also assume that the rate of expansion (contraction) of the
horseshoe Γ is stronger than any expansion (contraction) of f$(x̂). In this
way the DF -invariant splitting Ess ⊕ Ec ⊕ Euu given by

(1.2) Ess
def= R× {(0, 0)}, Ec def= {(0, 0)} × R, Euu def= {0} × R× {0}

is dominated and Ess and Euu are uniformly hyperbolic. We consider the
maximal invariant set Λ of F in the cube C = [0, 1]3

(1.3) Λ def=
⋂
j∈Z

F−j(C).

Let us emphasize that transitivity is a key property in our setting, as even
in the hyperbolic case naturally there can occur phase transitions related
to the existence of several basic pieces. Note also that there are phase
transitions in the critical case associated to failure of transitivity related to
renormalizable dynamics, see [13].

We note that the k phase transitions are obtained from k correspond-
ing gaps in the spectrum of the central Lyapunov exponents. The intervals
between the spectral gaps correspond to “lateral horseshoes” which are as-
sociated to sub-shifts, exhibiting appropriate Birkhoff averages and entropy.
This will imply that these transitions are rich. Observe that the support of
the relevant equilibrium states for t ϕ jumps between invariant subsets as t
moves through the parameter of the phase transition.

The set Λ that we consider is a special type of transitive set, called a
homoclinic class. It was shown in [1] that C1-generically such classes have
a convex Lyapunov spectrum. Thus, to obtain these gaps, we need to con-
sider non-generic situations where the homoclinic class contains saddles of
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PΛ1

Λ2

Λk

Figure 1. Heterodimensional cycles and connections

different types related by heterodimensional cycles (see [3, Chapter 6]). Our
study is also motivated by [2, Question 6.4] about the existence of multiple
spectral gaps for homoclinic classes.

Two transitive hyperbolic sets of different index (dimension of the un-
stable manifold) are related by a heterodimensional cycle if their invariant
manifolds meet cyclically (there are heteroclinic orbits going from one of
the sets to the other and vice versa). Let us emphasize that the existence
of such cycles is a typical feature in the partially hyperbolic setting. The
understanding of the interplay of the sets in the cycle and the “dominating”
hyperbolicity is a key step in the understanding of the global dynamics.

The heterodimensional cycle studied here are provided by a cycle con-
dition in the fiber dynamics (see condition (F1)) which plays a somewhat
similar role as the post-critical point in the quadratic family – typical orbits
only slowly approach to cycle sets which correspond to the critical point
and the post-critical and give rise to some transient behavior and hence to
spectral gaps.

A key feature of our construction is the existence of a cycle configuration
involving horseshoes Λ1, . . . ,Λk ⊂ Λ (expanding in the central direction)
and a saddle P (contracting in the central direction) depicted in Figure 1.
Each horseshoe is, in some sense, an “exposed” parts of the dynamics. Each
one has different averages and thus is responsible for an interval of exponents
in the central Lyapunov spectrum and these intervals are separated by gaps.
These horseshoes play the role of exposed piece of the dynamics similar to
the critical/post-critical point in the quadratic family.
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Let us now contrast our non-critical example (the central dynamics does
not have critical points) with the critical case of the quadratic family. Ob-
serve that the dynamics of a complex rational map on its (transitive) Julia
set can have at most two phase transitions ([18, Main Theorem]). Fur-
ther, [5, 6] present examples of complex quadratic polynomials having a
first order phase transition with a unique associated equilibrium state and
with a phase transition with infinitely differentiable pressure function and
no equilibrium state associated to the transition parameter, respectively.

In principle the number of phase transitions in a system can be arbitrarily
large. The example [20] of a topologically mixing countable Markov shift
with a one-parameter family of piecewise constant potentials possesses a
positive Lebesgue measure Cantor set of parameters at which the pressure is
not analytic. However, in this example there do not exist equilibrium states
associated to the parametrized potentials. The phase transition coincides
with the change of the system from being recurrent to being transient (see
also [15] for further discussion and references).

This paper is organized as follows. In Section 2 we select certain sub-shifts
in the base dynamics that give rise to the subsets Λ1, . . . ,Λk. In Section 3
we define the fibre maps and complete the definition of the diffeomorphism
F . In this section we present some topological properties of the underly-
ing iterated function system and explain how these properties imply the
transitivity of Λ. Finally, in Section 4 we prove Theorem 1.

2. Base dynamics

We now go to the details of the construction of F . The first step is the
choice of appropriate sub-shifts in the base (horseshoe). The main result
of this section is Proposition 2.1 stating differentiability properties of the
pressure that is the symbolic counterpart of the one in Theorem 1.

2.1. Construction of sub-shifts. We now choose a sub-shift H of Σ02 =
{0, 2}Z ⊂ Σ012 that is a union of a finite number of disjoint topologically
mixing pieces H`, each of which having a different frequency of the symbol
2. We define the sub-shifts H` recursively.

We first give a general construction. Given a triple (i, j, L) of integers
0 ≤ i < j ≤ L, we say that a finite word (ξ0 . . . ξL−1) ∈ {0, 2}L is (i, j, L)-
admissible if

#
{
m ∈ {0, . . . , L− 1} : ξm = 2

}
∈ {i, . . . , j}.

A finite word (ξ0 . . . ξn−1), n > L, is said to be (i, j, L)-admissible if every
subword (ξk . . . ξk+L−1), k = 0, . . . , L− n, of length L is admissible.

Fix some positive integer k. We define a finite sequence of triples Tk =
(i`, j`, L`)k`=1 of positive integers i` < j` < L` as follows. We start with

0 = i1 < j1 = L1 − (3k + 1) < L1.
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Consider a strictly increasing sequence (L`)k`=1. For ` ≥ 1 we choose recur-
sively (i`+1, j`+1, L`+1) with

j`+1 = L`+1 − (3k + 1− 3`), i`+1 = j`+1 − 1.(2.1)

By construction, if the numbers L` are large enough, we have

(2.2) L` < i`+1 < j`+1 < L`+1, L`+1 − i`+1 < min
n=1,...,`

(Ln − jn)− 1.

We will specify the sequence (L`)k`=2 in two steps in Sections 2.2.1 and 2.2.2.
For a fixed sequence of triples, we define for each ` ≥ 1 the sets

G`
def=
{
ξ ∈ Σ02 : (ξ0 . . . ξL`−1) is (i`, j`, L`)-admissible

}
and

H`
def=
{
ξ ∈ Σ02 : σn(ξ) ∈ G` for every n ∈ Z

}
=
⋂
s∈Z

σs(G`).

We consider also

(2.3) H def=
⋂
s∈Z

σs
(
G1 ∪ . . . ∪Gk

)
⊃ H1 ∪ . . . ∪Hk.

Given t ∈ R, consider the continuous potential φ : Σ012 → R given by

(2.4) φ(ξ) def=


− log β0 if ξ0 = 0,
− log γ if ξ0 = 1,
− log β2 if ξ0 = 2.

The following is our main technical result about the topological pressure of
t φ on the above defined sub-shifts (the proof is in Section 2.4). We will study
the topological pressure P(t) = Pσ|H(t φ) of t φ with respect to σ : H → H.
By definition,

P(t) = max
`=1,...,k

Pσ|H`
(t φ)

Proposition 2.1. There exist numbers 0 > t0 > t1 > · · · > tk such that for
every ` ∈ {1, . . . , k} and every t ∈ (t`, t`−1) we have

P(t) = Pσ|H`
(t φ) > max

j 6=`
Pσ|Hj

(t φ).

Moreover, P is real analytic in each interval (t`, t`−1). Further, the left/right
derivatives satisfy

D−P(t`) < D+P(t`)

and there exist equilibrium states µ±` for t` ϕ with respect to σ|H that both
have positive entropy and Birkhoff average −D±P(t`).

In the following subsections we specify certain averaging properties of
the sub-shift guaranteed by an appropriate choice of the sequence (r`)k`=1.
However, we need to start from topological properties of Hk.
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2.2. Topological properties.

Lemma 2.2. Let A,B be (i, j, L)-admissible. Then there exist a word C of
length not greater than 2L·min{j, L−i} such that ACB is (i, j, L)-admissible.

Proof. Without weakening of assumptions we can assume that A,B are of
length L. Note that if D and E are (i, j, L)-admissible words of length L that
differ at most in one place then the word DE is also (i, j, L)-admissible. So,
when we take a sequence of (i, j, L)-admissible words D0 = A, D1, . . . , Dn−1,
Dn = B such that Dm and Dm+1 differ in only one place then the word
AD1D2 . . . Dn−1B is (i, j, L)-admissible. As A and B differ in at most
2 min(j, L− i) places, the assertion follows. �

Corollary 2.3. (H`, σ) is topologically mixing for every ` = 1, . . . , k.

2.2.1. Birkhoff averages. Given constants γ ∈ (0, 1) and 1 < β2 < β0 (these
constants will be specified in Section 3) and a triple (i, j, L), we associated
the following numbers

α−(i, j, L) def=
i log β0 + (L− i) log β2

L
= log β0 +

L− i
L

log
β2

β0
,

α+(i, j, L) def=
j log β0 + (L− j) log β2

L
= log β0 +

L− j
L

log
β2

β0
.

(2.5)

We write α±`
def= α±(i`, j`, L`). Observe that to obtain α+

` < α−`+1 it is enough
to have (L` − j`)/L` > (L`+1 − i`+1)/L`+1, which follows from (2.1).

2.2.2. Entropy constants. Associated to the sequence of triples there are also
defined entropy constants h` that we will estimate in the following.

Proposition 2.4. There exist constants K1,K2 > 0 such that

K1
logL`
L`

≤ h` ≤ K2
logL`
L`

.

Proof. We can assume that ` > 1. Note that by a slight modification of [21,
Theorem 7.13 (i)] the entropy h`

def= h(σ|H`
) of the sub-shift satisfies

h` = lim
n→∞

1
n

log θ(n),

where θ(n) denotes the number of all cylinders [ξ0 . . . ξm−1], m ≤ n, in H`.
Note that in particular the limit exists and it is enough to consider some
subsequence.

Observe that the number of cylinders of length L` in H` is given by

C`
def=

L`!
i`!(L` − i`)!

+
L`!

j`!(L` − j`)!
.

Note that

jL`−j`
`

(L` − i`)!
≤ C` ≤ LL`−i`

` ,
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hence (up to a multiplicative constant) we can write

(2.6) logC` ≈ logL`

(we remind that L` − i` is bounded by 3k − 1).
By Lemma 2.2 for every pair of (i`, j`, L`)-admissible finite words A,B

there is a finite word C of length m ≤ 2L`(L` − i`) such that ACB is
(i`, j`, L`)-admissible.

Hence, for every n ≥ 1 the number θ(L` · (1 +n(L`− i` + 1))) of cylinders
of length at most L` · (1 + n(L` − i` + 1)) is bounded from below by

C`
n ≥

(
L`!

i`!(L` − i`)!

)n
.

In particular,

h` ≥
n

L` · (1 + n(L` − i` + 1))
logC`.

Substituting (2.6) we get the lower bound.
Similarly, we can estimate the number of periodic orbits of period nL`

from above by C`n, which gives the upper bound. �

The above enables us to further specify the choice of (L`)k`=2 in such a
way that for each ` = 1, . . . , k − 1 we have

(2.7) h`+1 < h`.

2.2.3. Cones. Associated to the triples there are cones C` defined by

C`
def=
{

(t, p) ∈ R2 : h` − α−` · t ≤ p ≤ h` − α
+
` · t

}
.

Observe their geometric meaning: the graph of the pressure function t 7→
Pσ|H`

(t φ) lies inside C`, see Section 2.4.
For ` = 1, . . . , k − 1 let

(2.8) τ−`
def= − h` − h`+1

|α−`+1 − α
+
` |
, τ+

`
def= − h` − h`+1

|α+
`+1 − α

−
` |
.

Remark 2.5. By the above choices, we have h` > h`+1 and α+
` < α−`+1.

By construction, two consecutive cones C` and C`+1 intersect each other
in a rectangle that projects to the first coordinate to the interval [τ−` , τ

+
` ]

(compare Figure 2).

Given β̃ ∈ (1, β2) specified in Section 3, let us define

(2.9) t0
def=

log 3− log 2

log β̃ − log β0

.

This number corresponds to the point of intersection of the straight lines
(t, log 2− t log β0) and (t, log 3− t log β̃). This number will be important in
Section 4.
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t

h`

C`

C`+1

τ−` τ+
`

Figure 2. Intersection of cones

2.2.4. Choice of the triples. We now specify the choice of triples Tk.

Lemma 2.6. Given any k ∈ N, there are triples Tk = (i`, j`, L`)k`=1 satisfy-
ing conditions (2.1) in such a way that for every ` ∈ {1, . . . , k − 1}

1. h`+1 < h`,
2. α+

` < α−`+1, and
3. τ+

`+1 < τ−` < τ+
1 < t0.

Proof. Recall that by the choice (2.1) for every ` we have α+
` < α−`+1. Note

that if L`+1 is sufficiently big then by Proposition 2.4 we have

h`+1 � h`

and by definition (2.5) we have

β0 − α+
`+1 � β0 − α−` .

Hence, for L`+1 big enough we have

|τ+
` | ≈

h`

β0 − α−`
≈ logL`/L`

1/L`
= logL`.

Hence, |τ+
` | can be made arbitrarily large.

With the above we can proceed recursively. Observe that for ` = 1 we
have τ+

1 < t0 if L2 is large enough. For ` ≥ 1 suppose that we have already
constructed (im, jm, Lm) for every m = 1, . . . , ` satisfying Properties 1–3.
By definition, τ−` < τ+

` . If L`+1 is large enough then τ+
`+1 < τ−` . �

2.3. Properties of the sub-shifts. By construction, the sets H` all are
pairwise disjoint and σ-invariant. Observe that i1 = 0 implies that 0Z ⊂ H1.
It turns out that H =

⋃
H`.

Lemma 2.7. If ξ ∈ H ∩G` then σs(ξ) /∈ Gn for all n 6= ` and all s ≥ 0.

Proof. If ξ ∈ H∩G` then in the word ξ0 . . . ξL`−1 the symbol 0 appears either
at least 3(k− `) + 4 times (if ` = 1) or precisely 3(k− `) + 4 or 3(k− `) + 5
times (if ` > 1). We know that σξ ∈ Gm for some m.
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If m < ` then it means that in the word ξ1 . . . ξLm the symbol 0 appears
at least 3(k −m) + 4 > 3(k − `) + 5 times, which is impossible because this
word is a subword of ξ0 . . . ξL`−1. If m > ` then it means that in the word
ξ1 . . . ξLm the symbol 0 appears no more than 3(k −m) + 5 ≤ 3(k − `) + 2,
which is impossible because this word contains all the symbols except the
first one from ξ0 . . . ξL`−1 and the latter word has at least 3(k − `) + 4 0’s.
Hence, m = ` and we proceed by induction. �

Hence,
H` = H ∩G`.

2.4. Proof of Proposition 2.1. Given ξ ∈ Σ012, consider the lower and
upper Birkhoff averages of t φ at ξ with respect to σ given by

χ(ξ) def= lim inf
n→∞

t

n

n−1∑
k=0

φ(σk(ξ)), χ(ξ) def= lim sup
n→∞

t

n

n−1∑
k=0

φ(σk(ξ)).

The definition of H` implies that for every ` ≥ 1 and every ξ ∈ H` we have

(2.10) χ(ξ), χ(ξ) ∈
[
α−` , α

+
`

]
.

Consider the set H defined in (2.3). We will study the topological pres-
sures of the potential t φ with respect to the shift maps σ : H` → H` and
σ : H→ H. Observe that for every t ∈ R we have

P(t) = Pσ|H(t φ) = max
`=1,...,k

Pσ|H`
(t φ).

To locate the graph of the pressure function P(t) note that

(2.11) Pσ|H`
(0) = h`

and that any sub-gradient of the pressure function is in [α−` , α
+
` ]. Thus,

using the cones defined above, we get that

(2.12) (t, Pσ|H`
(t φ)) ∈ C` for every t ∈ R.

Note that for every t ∈ R the potential t φ is Hölder continuous. By Corol-
lary 2.3, for each ` the sub-shift σ : H` → H` is uniformly expanding and
topologically mixing, thus the function t 7→ Pσ|H`

(t φ) is real analytic [19].
In particular, by the above, derivatives are in the interval [α−` , α

+
` ].

Note that P is convex and thus differentiable for all but at most countably
many t, and the left and right derivative D−P(t) and D+P(t) are defined
for all t. Moreover, P is differentiable at t if, and only if, all equilibrium
measures for t φ have the same average −P′(t) (refer to [21, Section 9.5] for
more details).

Write P`(t) = Pσ|H`
(t φ). By the remarks above, we have P ′`(t) ∈ [α−` , α

+
` ].

Since the intervals [α−` , α
+
` ] are pairwise disjoint, the graphs of P` and P`+1

intersect in exactly one point t`.
The choice of the cones implies that P(t) = P`(t) for t ∈ [t`, t`−1] and the

choice of τ±` implies that t` ∈ [τ−` , τ
+
` ]. Hence, the pressure changes from

the cone C` to C`+1. Since in each cone the slope of the pressure is in the
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f2

f0

f̃2

f̃0

f1

Figure 3. The fiber maps f0, f̃0, f1, f2, and f̃2.

interval given by the “opening” of the cone and these “openings” are disjoint
this implies that at t` the pressure is not differentiable.

Fix ` and let us focus on the sub-dynamics of σ|H`
. First, let us obtain

an equilibrium state with the claimed properties. Let µ+
` be an weak∗ ac-

cumulation point of µt as t↘ t`, where µt is the (unique) equilibrium state
for t φ with respect to σ|H`

. As above, we observe t
∫
φdµt = −P ′`(t). In

particular, we hence have

t

∫
φdµ+

` = lim
t↘t`

t

∫
φdµt = lim

t↘t`
−P ′`(t) = −D+P(t`).

Upper semi-continuity of the entropy function implies that µ+
` is an equi-

librium state for t φ with respect to σ|H`
. By a standard argument we can

assume that µ+
` is ergodic. Thus, typical Birkhoff averages are equal to

−D+P(t`), proving the first property. Observe that for every t ∈ R we have

h(µt) = P`(t) + tP ′`(t)

or, in other words, h(µt) is the intersection of the tangent line to the pressure
P` at t with the vertical axis. Assume, by contradiction, that h(µ+

` ) = 0.
As P` is strictly convex, this would imply that for t < t` the entropy h(µt)
would be negative, which is a contradiction.

Analogous arguments apply to µ−` .
Finally, Lemma 2.6 item 3 implies that t1 ≤ τ−1 < t0, ending the proof of

the proposition. �

3. Smooth realization

We now define the diffeomorphism F . We consider maps {f0, f̃0, f1, f2, f̃2}
as in the Figure 3, see precise definition in Section 3.1. It will be sufficient
to define those maps in some neighborhood of [0, 1].

Fix k ≥ 1, the triples (i`, j`, L`)k`=1, and the sets (G`)k`=1 as in Sec-
tion 2.1. Each cylinder [ξ0 . . . ξ`] ∈ {0, 2}`+1 associates a sub-cube Ĉ[ξ0... ξ`]
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C2

C0

C1

Figure 4. Construction of level 1 rectangles Cξ0 associated
to cylinders [ξ0], ξ0 = 0, 1, 2

of Ĉ = [0, 1]2 defined as the connected component of Φ−`(Ĉ)∩ Ĉ containing
$−1([ξ0 . . . ξ`]), where $ is the conjugation map defined in Section 1. To
produce a simple example, we will assume that Φ is affine in Ĉ[i]. To write
the map F in a compact way, write f̃1 = f1 and define F as in (1.1) by

F (x̂, x) def= (Φ(x̂), f$(x̂)(x)),

where the fibre maps are given by

(3.1) fξ(x) def=

{
fξ0(x) if $(x) ∈

⋃k
`=1

⋃
ξ∈G`

[ξ0 . . . ξL`
],

f̃ξ0(x) otherwise.

Consider the sub-cubes C[ξ0... ξm]
def= Ĉ[ξ0... ξm] × [0, 1]. To complete the defi-

nition of F in C we take some appropriate C1-continuation F such that

F
(

int
(
C \

k⋃
`=1

⋃
ξ=$(x̂)∈G`

C[ξ0... ξL`
]

))
∩C = ∅.

Note that the skew product F is constant on each such sub-cube C[ξ0... ξL`
].

As each fibre map of the skew product is determined by at most Lk symbols
of the symbolic representation of x̂, the map F is an Lk-step skew product.
Figure 4 illustrates roughly the construction of level-1 rectangles.

Recall the definition of H ⊂ Σ02 in (2.3) and consider the lateral set

(3.2) ΛH
def= Λ ∩ R2 × {0} =

{
($−1(ξ), 0) : ξ ∈ H

}
that contains k disjoint proper horseshoes Λ` = $−1(H`), ` = 1, . . . , k
mentioned in the introduction, see Figure 1. See also Section 3.2.

3.1. The underlying iterated function system. We start with the fol-
lowing conditions.
(F0) The map f0 is increasing and has exactly two hyperbolic fixed points

in [0, 1], the point q0 = 0 (repelling) and the point p0 = 1 (attracting).
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Let β0 = f ′0(0) > 1 and λ0 = f ′0(1) ∈ (0, 1).

(F1) The map f1 is an affine contraction f1(x) def= γ (1−x) where γ ∈ (λ0, 1).
We denote by p1 the attracting fixed point of f1. Note that f1(1) = 0
(cycle condition).

(F2) The map f2 is increasing and has two hyperbolic fixed points in [0, 1],
the point q2 = 0 (repelling) and the point p2 ∈ (0, 1) (attracting). Let
β2 = f ′2(0) > 1.

Before going into further details, let us explain some heuristic ingredients.
A key point is the existence of a fundamental domain J = [f−1

0 (b), b] ∈
(0, 1), b close to 0, such that fN0 (J), for some large N , is close to 1 and
f1 ◦ fN0 (J) ⊂ (0, b) and the restriction of f1 ◦ fN0 to J is uniformly ex-
panding. This is the essential point for defining expanding itineraries (see
Section 3.1.1) and hence proving transitivity of Λ. This is guaranteed by
the following.
(F01) The derivative f ′0 is decreasing in [0, 1], in particular, λ0 ≤ f ′0(x) for

all x ∈ [0, 1], and satisfies

γ λ3
0 (1− λ0)(1− β−1

0 )−1 > 1.

Note that given γ, λ0 ∈ (0, 1), condition (F01) is clearly satisfied if β0 > 1
is sufficiently close to 1.

The maps f̃0, f̃2 are chosen as follows.
(F̃02) The maps f̃0, f̃2 are close to f0, f2 and satisfy f̃0(0) > 0, f̃0(1) = 1,

and f̃2(0) > 0. Moreover, for simplicity, we take f̃0 = f0 in [b, 1].
Finally, a key point is the existence of a gap in the spectrum (see Sec-

tion 3.1.2). For simplicity, let us assume that log β2 is close to but smaller
than log β0. Due to monotonicity of the maps f0, f2 and its derivatives, the
only way that a point x ∈ Λ\ΛH may have central Lyapunov exponent close
to log β2 is when its orbit stays close to ΛH for a long time. But due to the
cycle configuration, such an orbit previously stayed close to 1 for a long time.
The latter compensates the expansion and as a result the central Lyapunov
exponent is smaller than some number log β̃ < log β2 (see definition (3.5)).

The choice of f2, f̃2, f̃0 is such that they are close to f0 in such a way that
the expansion they introduce do not destroy the spectral gap (log β̃, log β2).
The precise technical condition is literally (mutatis mutandi) the same as
(F012) in [10], however stating the condition not only for f0, f2 but for f0, f̃0

and f2, f̃2, respectively1.

3.1.1. Expanding properties of the iterated function system. First, we pro-
vide more details on the IFS. The maps f0, f1 are chosen (see [10, Remark
7.2]) such that there are numbers κ > 1, b ∈ (0, 1) close to 0 as above, and

1(F012) We have f ′0(x), f̃ ′0(x), f ′2(x), f̃ ′2(x) ≤ β0 for all x ∈ [0, 1]. The interval H =
[0, b], b as above, is such that with H ′ = f−1

1 (H) the intersections

f1(H) ∩H, f1(H ′) ∩H ′, f1([0, 1]) ∩H ′, f2([0, 1]) ∩H ′, f̃2([0, 1]) ∩H ′
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N ∈ N, and such that every interval J ⊂ [f−2
0 (b), b] has associated a natural

number n(J) ≤ N satisfying the following:

(f1 ◦ fn(J)
0 )(x) ⊂ (0, b] and |(f1 ◦ fn(J)

0 )′(x)| ≥ κ, for every x ∈ J.
Let m(J) ≥ 0 be the smallest number such that

(fm(J)
0 ◦ f1 ◦ fn(J)

0 )(J) ∩ (f−1
0 (b), b] 6= ∅.

Noting that fn(J)
0 (J) ⊂ [fN−2

0 (b), fN0 (b)] we have that

(3.3) (f1 ◦ fn(J)
0 )(J) ⊂ [f1 ◦ fN0 (b), b].

As b is close to 0 we have f ′0(x) > 1 (recall (F0)). Thus

|(fm(J)
0 ◦ f1 ◦ fn(J)

0 )′(x)| ≥ κ, for every x ∈ J.

In this way for J ⊂ [f−2
0 (b), b] we get its expanding itinerary (0n(J) 1 0m(J))

and define its expanded sucessor by

(fm(J)
0 ◦ f1 ◦ fn(J)

0 )(J).

Arguing inductively, one defines intervals Jj ⊂ [f−2
0 (b), b] such that J0 = J

and Jj+1 is the expanded sucessor of Jj . As we have

|Jj+1| ≥ κ |Jj | ≥ κj+1 |J0|,
this provides a smallest number ` = `(J) such that J`+1 is not contained
in [f−2

0 (b), b] and thus contains [f−2
0 (b), f−1

0 (b)]. For the IFS associated
to {f0, f1} we use the standard cylinder notation: given a finite sequence
(ξ0 . . . ξk) let

f[(ξ0...ξk)]
def= fξk ◦ · · · ◦ fξ0 .

With this notation, the above construction is summarized as follows.

Lemma 3.1. Associated to every interval J ⊂ [f−2
0 (b), b] there is a finite

sequence ξ(J) = (ξ0 . . . ξk(`)) = (0n0 1 0m0 . . . 0n` 1 0m`) such that
1. f[ξ(J)] is uniformly expanding in J ,
2. f[ξ(J)](J) contains [f−2

0 (b), f−1
0 (b)].

Applying the above, we obtain the following (see also [9, Lemma 3.8]).

are all empty. Moreover, we assume that

β′
def
= max{f ′0(x), f̃ ′0(x), f ′2(x), f̃ ′2(x) : x /∈ H} < β2,

βH
def
= min{f ′0(x), f̃ ′0(x), f ′2(x), f̃ ′2(x) : x ∈ H} < β2,

λ′
def
= max{f ′0(x), f̃ ′0(x) : x ∈ H ′} < 1,

|log λ0|
log β0

log βH
− |log λ′|+ 2

3
log β0 <

3

4
log β′.

Finally, let us also assume that with L ≥ 1 satisfying

L > 4 (|log λ0| log β0)(log βH log β′)−1 we have log((β0)L γ)(L+ 1)−1 < log β′.
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Corollary 3.2. Given the interval D = [f−2
0 (b), f−1

0 (b)] and its expanding
sequence ξ(D), there is a unique expanding fixed point q∗ ∈ D of f[ξ(D)].
Moreover, the unstable manifold W u(q∗, f[ξ(D)]) contains D.

For our purposes, a key property of the previous construction is that it
only involves expanding itineraries of intervals whose orbites are contained
in [f1 ◦ fN0 (b), fN0 (b)] (this follows from (3.3)) and this interval is disjoint
from {0}. Thus, it continues to hold after replacing the map f0 by any map
f̃0 which coincides with f0 in that interval (compare condition (F̃02)).

3.1.2. Principal spectral gap. Let us now provide details on the spectral gap.
First, given a sequence ξ ∈ {0, 1, 2}Z, for n ≥ 0 let

fnξ
def= fσn−1(ξ) ◦ · · · ◦ fξ,

where fξ is as in (3.1). Given x ∈ [0, 1] and ξ ∈ Σ012, the upper (forward)
Lyapunov exponent of x with respect to ξ is defined by

χ(ξ, x) def= lim sup
n→∞

1
n

log |(fnξ )′(x)|.

The lower exponent χ is defined analogously taking lim inf instead of lim sup.
Similarly as in [10], we consider the set E of ‘exceptional points’ defined

by

(3.4) E
def=
{

(ξ, 0) : ξ ∈ H
}
∪{(

(0−N.0k 1 ξ+), 1
)
,
(
(0−N 1 ξk.ξ+), 0

)
: k ≥ 0, ξk ∈ {0, 2}k, ξ+

}
where in the second set ξ+ is any one-sided sequence such that there is some
ξ− with ξ = (ξ−.ξ+) ∈ H. That is, the set E codes all points in the “full
lateral horseshoe” {(ξ, 0) : ξ ∈ H} together with its stable manifold. An
interpretation of E in terms of heterodimensional cycles will be given below.

Remark 3.3 (Gaps in the central spectrum). For pairs in the exceptional
set E the exponents naturally are in [log β2, log β0], and are therefore beyond
the gap. However, by our hypotheses, as for [10, Proposition 4.2] we obtain
the following gap in the spectrum of Lyapunov exponents for non-exceptional
points

(3.5) exp
(

sup
{
χ(ξ, x) : (ξ, x) /∈ E

}) def= β̃ < β2.

Note that the choice of H` implies that{
χ(ξ, 0), χ(ξ, 0) : ξ ∈ H`

}
= [α−` , α

+
` ].

Therefore, by the definition of Λ` and by Lemma 2.6, besides the initial gap
(log β̃, log β2) there are k − 1 further gaps (α+

k , α
−
k−1), . . . , (α−2 , α

+
1 ).
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3.2. Dynamics of the skew product diffeomorphism. In this section
we derive some topological properties of the set Λ and prove that this set
is transitive. The transitivity will follow adapting methods in [10]. Let us
also observe that other topological properties of Λ such as the abundance
of non-trivial spines and the density of contracting (and also expanding)
hyperbolic periodic points can be obtained following [9, 11].

We start with a dynamical interpretation of the exceptional set (3.4).
The orbit of any point (x̂, 0) ∈ Λ with $(x̂) ∈ H stays in [0, 1]2 × {0}.

Thus, clearly
ΛH ⊂ Λ ∩ ([0, 1]2 × {0})

Indeed ΛH is a proper invariant subset of Λ ∩ ([0, 1]2 × {0}), as we will see
in the next paragraph. Moreover, it is straightforward to see that

W s(Λ`, F ) ∩W u(P, F ) 6= ∅ and W u(Λ`, F ) ∩W s(P, F ) 6= ∅,

` = 1, . . . , k, where Λ` = $−1(H`), see Section 3. This means that P and
Λ` are related by a heterodimensional cycle. We will see that the points in
these intersections belong to Λ and that they correspond precisely to the
points coded by E.

The following proposition is the main result in this section.

Proposition 3.4. The set Λ is transitive.

The main ingredient of the proof is the existence of expanding itineraries
for the iterated function system generated by the maps f0, f1 : [0, 1]→ [0, 1].
Let us note that the maps f2, f̃0, f̃2 do not play any role in these arguments.

Given the fixed point q∗ and the expanding sequence ξ = ξ(D) of the
interval D = [f−2

0 (b), f−1
0 (b)] provided by Corollary 3.2, set q̂ = $−1(ξZ).

Consider the associated periodic point Q∗ = (qs, qu, q∗) = (q̂, q∗) ∈ Λ of F .

Remark 3.5. Note that the set Λ is not locally maximal (recall that a
closed invariant set S is locally maximal if there is a small neighborhood U
of S such that S =

⋂
k∈Z F

k(U)). To see why this is so, just consider any
point in {0} × Ĉ1 × {−ε} for ε > 0 small. This set contains a Cantor set
whose forward orbit is contained in C and whose backward orbit converges
to (0, 0, 0). Since this holds for every small ε, this prevents Λ from being
locally maximal.

On the other hand, one can check that Λ is the set of all non-wandering
points of F |U provided that U is sufficiently small such that the maps f̂0, f̂2

are both positive in this neighborhood.
Situations where the non-wandering set is included in the locally maxi-

mal set are, in fact, typical in dynamics involving heterodimensional cycles.
The are also present in other non-hyperbolic cases such as in the case of a
parabolic point of a rational map with petal dynamics where the only non-
wandering point is the fixed point, which is not locally maximal because
there are homoclinic trajectories inside any neighborhood of it (actually, for
almost every point both α-limit and ω-limit is the fixed point).



MANY RICH PHASE TRANSITIONS 17

Given the neighborhood C of Q∗, the closure of the points of transverse
intersections of the stable and unstable manifolds of the orbit of Q∗ whose
orbits are contained in C is called the homoclinic class relative to C and
denoted by HC(Q∗, F ). It is well known that relative homoclinic classes are
transitive sets (see [3, Chapter 10.4]). Thus Proposition 3.4 follows from the
next lemma.

Lemma 3.6. Λ = HC(Q∗, F ).

Proof. This lemma is similar to [10, Proposition 3.3] and is derived after
modifying some of the arguments there, so we will just emphasize these
modifications. We start stating some topological properties of the invariant
manifolds of Q∗. Note that

{qs} × [0, 1]×D ⊂W u(Q∗, F ) and

[0, 1]× {(qu, q∗)} ⊂W s(Q∗, F ).
(3.6)

An immediate consequence of the cycle configuration and Corollary 3.2 is
that W u(Q∗, F ) in its projection covers the whole square {0s}×[0, 1]×(0, 1).
More precisely, for all x ∈ (0, 1) there are xs ∈ (0, 1), ε(x) > 0 with

(3.7) {xs} × [0, 1]× [x− ε(x), x+ ε(x)] ⊂W u(Q∗, F ),

Take any point X = (xs, xu, x) ∈ Λ. In what follows let us assume that
x ∈ (0, 1). The case x ∈ {0, 1} is indeed simpler and is treated identically
as in [10], so we will omit this case.

Given small δ > 0, consider the stable disk of X

∆s
δ(X) def= [xs − δ, xs + δ]× {(xu, x)}.

Note that F−i(X) = Xi = (xsi , x
u
i , xi) ∈ C, xi ∈ (0, 1), for all i ≥ 0. As F−1

uniformly expands the s-direction, by equation (3.7), there is n > 0 with

F−n(∆s
δ(X)) tW u(Q∗, F ).

Hence ∆s
δ(X) intersects W u(Q∗, F ) in a point X(δ) = (xs(δ), xu, x) with

xs(δ) ∈ [xs − δ, xs + δ]. For small ε > 0 consider the cu-disk

∆ = ∆cu
ε (X(δ)) def= {xs(δ)} × [xu − ε, xu + ε]× [x− ε, x+ ε] ⊂W u(Q∗, F ).

Claim. There are a disk ∆0 ⊂ ∆ and a positive integer n such that
F j(∆0) ⊂ C for all 0 ≤ j ≤ n and Fn(∆0) transversely intersects W s

loc(Q
∗, F ).

The claim implies that ∆0∩HC(Q∗, F ). As δ, ε can be chosen arbitrarily
small the there are points of HC(Q∗, F ) arbitrarily close to X. Thus X ∈
HC(Q∗, F ) implying the lemma.

Proof of the claim. By expansion in the u-direction, there is some m0 > 0
such that Fm0(∆) transversely intersects the subset [0, 1] × (0, 1) × {0} of
W s(P, F ). Further, again by expansion in the u-direction, after new itera-
tions we get m1 > 0 such that Fm0+m1(∆) stretches over the full unstable
direction, that is, it contains a fully stretching disk of the form

∆1 = {xs1} × [0, 1]× I1 for some xs1 ∈ [0, 1], I1 ⊂ (0, 1)
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∆1

10

∆2

10

Figure 5. Steps 1 and 3

(Step 1 in Figure 5). Now, by the cycle configuration, the interval I1 can be
moved by the IFS generated by f0, f1 into the interval (0, b) (Step 2) which
for the disk means that there is m2 > 0 with

Fm0+m1+m2(∆) ⊃ ∆2 = {xs2} × [0, 1]× I2, xs2 ∈ [0, 1], I2 ⊂ (0, b).

Finally, considering further forward iterates we can assume that the central
interval I2 of ∆2 satisfies I2 ⊂ [f−2

0 (b), b] ⊂ [f1 ◦ fN0 (b), fN0 (b)] (Step 3).
In what follows our arguments only involve iterations of the fibre maps

f0, f̃0 in [f1 ◦fN0 (b), fN0 (b)] where these maps coincide (see (F̃02)). Consider
the expanding sequence ξ(I2) = (ξ0 . . . ξk) of I2 and the disk

∆[ξ0...ξk]
def= ∆2 ∩

(
Ĉ[ξ0...ξk] × I2

)
,

where Ĉ[ξ0... ξk] is the sub-cube of Ĉ defined in Section 3. By definition of
the skew product dynamics, there is xs ∈ [0, 1] such that

F k+1(∆2) = {xs} × [0, 1]× f[ξ0... ξk](I2) ⊂ {xs} × [0, 1]× [f2
0 (b), f−1

0 (b)],

where the last inclusion follows from the definition of an expanding sequence,
see Lemma 3.1. Hence, (3.6) implies that F k+1(∆[ξ0...ξk]) transversely meets
W s(Q∗, F ). To complete the proof observe that the iterations of the part of
the disc ∆ which we consider remain completely in C. �

The proof of the lemma is now complete. �

4. Proof of Theorem 1

First recall that by Proposition 3.4 the set Λ is transitive. So what remains
to prove is the existence of the rich phase transitions.

Birkhoff averages of t φ with respect to the shift map σ naturally corre-
spond to the central Lyapunov exponents of the skew product F . Given
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(x̂, 0) ∈ C3, consider the upper central Lyapunov exponent of (x̂, 0) with
respect to F given by

χc(x̂, 0) def= lim sup
n→∞

1
n

log ‖dFn|Ec(x̂,0)‖

= lim sup
n→∞

1
n

log |(fnξ )′(0)| = χ($(x̂), 0).

Consider the set ΛH defined in (3.2). We split the set of ergodic measures
MΛ supported on Λ into two disjoint sets: the set MH and M̃ defined as
the set of ergodic measures supported ΛH and its complement M̃ in the MΛ.
For µ ∈MΛ we denote the central Lyapunov exponent of µ by

χc(µ) def=
∫
ϕdµ =

∫
log ‖dF |Ec‖ dµ.

The following result about the central exponents in M is an immediate
consequence of Remark 3.3.

Lemma 4.1. For µ ergodic, we have χc(µ) ∈ [log β2, log β0] if, and only if,
µ ∈MH. Indeed, χc(µ) ∈ [α−` , α

+
` ] for some ` = 1, . . . , k. Furthermore, any

µ ∈ M̃ satisfies χc(µ) ≤ log β̃.

We consider the pressure functions

P̃ (t) def= sup
µ∈M̃

(
hµ(F ) + t

∫
ϕdµ

)
, PH(t) def= sup

µ∈MH

(
hµ(F ) + t

∫
ϕdµ

)
.

Note that the topological pressure satisfies

P (t) def= P (t ϕ) = max
{
PH(t), P̃ (t)

}
.

The following lemma and Proposition 2.1 immediately imply the theorem.

Lemma 4.2. For t ≤ t1 we have P (t) = PH(t) = P(t φ).

Proof. By construction, it is immediate that PH(t) = P(t φ) for every t.
To conclude the proof of the proposition, observe that by Lemma 4.1 we

have
P̃ (t) ≤ log 3− t log β̃ for every t ≤ 0.

Recall the definition of the parameter t0 < 0 in (2.9) that is the intersection
of the straight lines (t, log 2− t log β0) and (t, log 3− t log β̃). Hence,

P(t φ) ≥ log 3− t log β̃ for every t ≤ t0.

Therefore, for t ≤ t0

P (t) = max
{
PH(t), P̃ (t)

}
= P(t).

This proves the lemma. �
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To obtain the equilibrium states it suffices to observe that ΛH ⊂ Γ× {0}
and to consider the conjugation $ : Γ→ ΣH. Observe that, in fact,

Pσ|H(t φ) = PΦ|Γ(t φ ◦$) = PF |ΛH(t ϕ),

where φ was defined in (2.4). For every ` = 1, . . . , k, consider the equilibrium
measures µ±` for t` ϕ with respect to σ|H provided by Proposition 2.1. Define
the measures ν±` ∈MH as follows: given B = B̂ × {0} ⊂ ΛH let

ν±` (B) = µ±` ($(B̂)).

By a standard argument, ν±` are equilibrium states for t` ϕ with respect
to F |ΛH. Hence, by Lemma 4.2, they are equilibrium states for t` ϕ with
respect to F |Λ. This finishes the proof of the theorem. �
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