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Abstract. In this paper we compute the dimension of a class of dynamically
defined non-conformal sets. Let X ⊆ T2 denote a Bedford-McMullen set and
T : X → X the natural expanding toral endomorphism which leaves X invariant.
For an open set U ⊂ X we let

XU = {x ∈ X : T k(x) 6∈ U for all k}.
We investigate the box and Hausdorff dimensions of XU for both a fixed Markov
hole and also when U is a shrinking metric ball. We show that the box dimension is
controlled by the escape rate of the measure of maximal entropy through U , while
the Hausdorff dimension depends on the escape rate of the measure of maximal
dimension.

1. Introduction and statement of results

Let (X, d) be a compact metric space and T : X → X a continuous map. For an
open set U ⊂ X we consider the set of points which under forward iteration do not
enter U , i.e.

XU = {x ∈ X : T k(x) 6∈ U for all k ≥ 0}.
The purpose of this paper is to investigate the box and Hausdorff dimensions of the
set XU . This problem is far from new. Urbański considered precisely this question for
uniformly expanding [18] and non-uniformly expanding [19] endomorphisms of the
circle proving, amongst other things, that the map ε→ dimH(XBε(z)) is continuous.
In [9] Hensley considered this problem in the setting of continued fractions: for
x ∈ (0, 1) \Q we write

x = [a1, a2, · · · ] =
1

a1 + 1
a2+···

.

For a positive integer n we let

En = {x = [a1, a2, . . .] : ak ≤ n for all k}.
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The set En may be understood in terms of the Gauss map T : [0, 1]→ [0, 1] defined
by

T (x) =

{
{ 1
x
} if x 6= 0

0 if x = 0.

Then the set En is the set of points which do not enter the set [0, (n + 1)−1) under
forward iteration.

Hensley obtained quite detailed bounds on the spectral radius of a perturbed trans-
fer operator which was then used to prove an asymptotic formula for the dimension
of EN ,

dimH(En) = 1− 6

π2n
− 72 log n

π4n2
+O(n−2).

Another result of interest in this line of enquiry is that of Liverani and Maume-
Deschamps [14] who proved that if T is a Lasota-Yorke map then the Hausdorff
dimension of XU may be computed implicitly using a formula that is analogous to
Bowen’s equation.

A central object in the study of dynamical systems with holes is the escape rate
of a measure. If µ is a T -invariant probability measure we define the escape rate of
µ through U to be the quantity

(1) rµ(U) = − lim sup
k→∞

1

k
log µ{x ∈ X : T i(x) 6∈ U) for 0 ≤ i < k}

We will be particularly interested in the case where U = Bε(z). Several of our results
rely heavily on recent advances in the dependence of the quantity rµ(Bε(z)) has on
ε and z. We now give a brief overview of these developments.

In [5] Bunimovich and Yurchenko considered the case that T is the doubling map
and µ the Lebesgue measure, proving that

(2) lim
n→∞

rµ(In(z))

µ(In(z))
=

{
1 if z is non-periodic

1− 2−p if z has prime period p

here {In(z)}∞n=1 denotes a nested family of dyadic intervals for which
⋂∞
n=1 In(z) =

{z}.
Later, Keller and Liverani [11] proved a general perturbation result which, provid-

ing the correct functional analytic setup holds, yields a first order expansion for the
spectral radius of perturbed transfer operator. The leading term in this expansion
displays a similar dependence on how preimages of Bε(z) intersect, which in the case
of a uniformly expanding map reduces to the periodicity of z. This perturbation
result was then applied to the setting of piecewise expanding maps of the interval to
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obtain various statistical results, including a generalisation of the equation (2). A fur-
ther refinement to this formula, which includes both smooth and non-smooth higher
order terms, for the case of the doubling map was recently obtained by Dettmann
[7].

In [8] Pollicott and the first author show that this functional setup [10, 11] applies
in the setting of subshifts of finite type and then use an approximation argument to
show that similar conclusions can be arrived at when T is conformal and expanding
and µ a Gibbs measure. Another problem considered in that paper was the be-
haviour of the Hausdorff dimension of XBε(z) for ε small. Suppose that T is C1+α

and expanding and that X is a repeller for T . By a result of Ruelle [17] the Hausdorff
dimension of X is given implicitly by Bowen’s equation, that is s = dimH(X) where

P (−s log |dT |) := sup

{
hν − s

∫
log |dT |dν : ν is T -invariant and ν(X) = 1

}
= 0.

Providing the map T is topologically mixing this supremum is attained by a unique
T -ergodic measure, equivalent to the s-dimensional Hausdorff measure, which we
denote by µ. Under these assumptions it was shown [8][Theorem 1.2] that

lim
ε→0

s− dimH(XBε(z))

µ(Bε(z))
=

1∫
log |dT |dµ

{
1 if z is non-periodic

1− |dzT p|−s if z has prime period p

In this paper we continue this line of work by investigating the box and Hausdorff
dimensions of XU for a class of non-conformal systems known as Bedford-McMullen
sets, which we now briefly describe: Fix integers 2 ≤ m < n and letD ⊂ {0, 1, . . . , n−
1} × {0, 1, . . . ,m− 1}. For (i, j) ∈ D write

F(i,j)(x, y) =

(
x+ i

n
,
y + j

m

)
.

Let X denote the unique non-empty compact set satisfying

X =
⋃

(i,j)∈D

F(i,j)(X).

Sets of this kind were first studied by Bedford [2] and McMullen [15] who inde-
pendently calculated the Hausdorff and box dimension of X. They obtained that if
z(j) = #{0 ≤ i < n : (i, j) ∈ D}, η = logm

logn
and πD : D → {0, 1, . . . ,m− 1} denotes

projection onto the second coordinate then

(3) dimH(X) = s :=
1

logm
log

(
m−1∑
j=0

z(j)η

)
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Figure 1. A generating pattern of a Bedford-McMullen carpet (left)
and the associated invariant set X (right).

and

(4) dimB(X) =
log #D

log n
+ (1− η)

log #πD(D)

logm
.

For extensions of these formulae to sets modelled by subshifts we refer the reader to
[12, 13, 16, 20].

When considered as a subset of the torus T2, the set X is invariant under the
expanding toral endomorphism T (x, y) = (nx,my) mod 1.

Let U ⊂ T2 consist of a finite union of sets of the form [in−l, (i+1)n−l]×[jm−k, (j+
1)m−k] for positive integers i, j, l, k, we shall refer to such a set as Markov. Our first
two results concern the dependence of the box and Hausdorff dimensions of XU on
such a Markov hole.

Let µmax denote the measure of maximal entropy for T : X → X. i.e. the unique
measure satisfying

µmax = (#D)−1
∑

(i,j)∈D

(Fi,j)∗(µmax).

We remark that this corresponds to the (1/#D)(i,j)∈D Bernoulli measure on the
full shift DN. However, in general, this is not the measure of maximal Hausdorff
dimension. The measure of maximal dimension is the self-affine measure with weights
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( z(j)
η−1

ms
)(i,j)∈D, where s = dimH X. In other words the unique measure satisfying

µdim =
∑

(i,j)∈D

z(j)η−1

ms
(Fi,j)∗(µdim).

Let π : T2 → S1 denote the projection onto the second coordinate. If S : S1 → S1

denotes multiplication by m mod 1 then it is easy to see that πT = Sπ. Let µ̃max

denote the measure of maximal entropy for S : π(X) → π(X). The box dimension
of XU depends not only on the hole U but also on the ‘size’ of π(XU): let

Ũ = {y ∈ π(U) : π−1{y} ⊂ U}
in which case we see that π(XU) = π(X) \⋃∞k=0 S

−k(Ũ) which are the points on the
y-axis for which the horizontal fibre is completely contained in U .

We now state the result concerning the box dimension of the survivor set XU .

Theorem 1.1. Suppose that U ⊂ X is a Markov set and that T : XU → XU is
topologically mixing, then

(5) dimB(XU) = dimB(X)− ηrµmax(U) + (1− η)rµ̃max(Ũ)

logm

where r·(·) denotes the escape rate as defined in equation (1).

For a probability vector p = (pd)d∈D ∈ ∆D = {(qd)d∈D qd ≥ 0 for all d ∈
D and

∑
q∈D qd = 1} we let µp denote the associated Bernoulli measure, that is

the unique Borel probability measure satisfying

µp =
∑

(i,j)∈D

p(i,j)(Fi,j)∗(µp).

Concerning the Hausdorff dimension of XU we obtain the following bounds.

Theorem 1.2. Suppose that U ⊂ X is a Markov set and that T : XU → XU is
topologically mixing, then

(6) dimH(XU) ≤ sup
p∈∆D

{
dimH(µp)−

ηrµp(U) + (1− η)rπ∗(p)(Ũ)

logm

}
.

Furthermore, we obtain lower bounds for the two extreme cases Ũ = ∅ and Ũ = π(U).
Let l ∈ N denote any integer for which [in−l, (i+ 1)n−l]× [jm−l, (j + 1)m−l]∩U 6= ∅
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implies that [in−l, (i+ 1)n−l]× [jm−l, (j + 1)m−l] ⊆ U . In which case:

dimH(XU) ≥

supp∈∆D

{
dimH(µp) + 1

logn

∫
log
(
µp(π−1(Il(y))∩Uc)
π∗(µp)(Il(y))

)
dπ∗(µp)(y)

}
if Ũ = ∅

supp∈∆D

{
dimH(µp)−

rµp (U)

logm

}
if Ũ = π(U)

where Il(y) denotes the unique interval of the form [jm−l, (j+ 1)m−l) containing y.

Using an approximation argument we are able to extend Theorems 1.1 and 1.2 to
the case of shrinking metric balls. For a measure ν with support inX and x ∈ supp(ν)
we define the lower local dimension of ν at x to be the quantity

dimloc(ν)(x) = lim inf
ε→0

log ν(Bε(x))

log ε
.

As with the case of escape rates and the dimension for conformal systems with
holes we find that the position of the hole has an effect on the dimension. Define
functions dB, d̃B : X → R by

dB(z) =

{
1 if z is non-periodic

1−#D−p if z has prime period p.

d̃B(z) =

{
1 if π(z) is non-periodic

1−#π(D)−p if π(z) has prime period p.

Our first result regarding the behaviour of the box dimensions of the set XBε(z) is
the following.

Theorem 1.3. Let µmax denote the measure of maximal entropy for T : X → X.
Let ν denote a T -invariant ergodic Borel probability measure with supp(ν) = X.
Furthermore we assume that if (0, 0) ∈ X then dimloc(π∗(ν))(0) > 0. We have

(1) If z(j) ≤ 1 for all j then for ν-almost all z

lim
ε→0

dimB(X)− dimB(XBε(z))

µmax(Bε(z))
=

1

logm

(
ηdB(z) + (1− η)d̃B(z)

)
.

(2) If z(j) > 1 for some j then for ν-almost all z

lim
ε→0

dimB(X)− dimB(XBε(z))

µmax(Bε(z))
=
ηdB(z)

logm
.

The same holds also for the lower box dimension dimB.

For Hausdorff dimension we obtain a similar result under the additional assumption
that the measures ν and π∗(ν) are non-atomic. This allows us to disregard the case
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that z (or π(z)) is periodic which is a function of the less than optimal bounds derived
in Theorem 1.2.

Theorem 1.4. Let µdim denote the measure of maximal dimension for T : X → X.
Let ν denote a T -invariant Borel probability measure with supp(ν) = X. Assume
that π∗(ν) is non-atomic and that if (0, 0) ∈ X then dimloc(π∗(ν))(0) > 0.

(1) If z(j) ≤ 1 for all j we have that for ν-almost all z

lim
ε→0

dimH(X)− dimH(XBε(z))

µdim(Bε(z))
=

1

logm
.

(2) If z(j) > 1 for some j then we have that for-ν almost all z

lim
ε→0

dimH(X)− dimH(XBε(z))

µdim(Bε(z))
=

1

log n
.

The remainder of this paper is structured as follows: section 2 contains a descrip-
tion of some of the tools that we make use of in proving these results. Sections 3
and 4 contain proofs of Theorems 1.1 and 1.2 respectively. In section 5 we prove
two approximation results that allow us to approximate metric balls with Markov
squares. Finally, in section 6 we combine sections 3,4 and 5 to deduce Theorems 1.3
and 1.4.

2. Preliminaries

2.1. Perturbations of the transfer operator. Central to the proof of Theorems
1.1 and 1.2 is the estimation of the the number of strings in the symbolic space
which avoid a particular collection of forbidden words. For this we make use of the
perturbation theory of transfer operators [6, 10, 11].

Let A denote an irreducible and aperiodic l× l matrix of zeroes and ones, i.e. there
exists a positive integer d such that Ad > 0. We define the subshift of finite type
(associated with matrix A) to be

Σ = {(xn)∞n=0 : A(xn, xn+1) = 1, for all n}.
If we equip the set {0, 1, . . . , l − 1} with the discrete topology then Σ is compact

in the corresponding Tychonov product topology. The shift σ : Σ→ Σ is defined by
σ(x) = y, where yn = xn+1 for all n, i.e. the sequence is shifted one place to the left
and the first entry deleted.

For θ ∈ (0, 1) we define a metric on Σ by dθ(x, y) = θm, where m is the least
non-negative integer (assuming that such a m exists) with xm 6= ym, otherwise we
set dθ(x, x) = 0. Equipped with the metric dθ, the space (Σ, dθ) is complete, and
moreover the topology induced by dθ agrees with the previously mentioned Tychonov
product topology. Finally, for x ∈ Σ and a positive integer n ≥ 1 we define the
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cylinder of length n centred on x to be the set [x]n = [x0, x1, . . . , xn−1] = {y ∈ Σ :
yi = xi for i = 0, 1, . . . , n− 1}.

Fix a dθ-Lipschitz continuous function φ : Σ→ R, and recall that we let µ denote
its equilibrium state, i.e.,

P (φ) := sup

{
hν +

∫
φdν : σ∗(ν) = ν, ν(Σ) = 1

}
= hµ +

∫
φdµ.

We define the transfer operator L : C(Σ)→ C(Σ) acting on the space of continuous
functions equipped with the supremum norm ‖ · ‖∞.

Writing i = (i0, i1, . . . , ik−1) for an allowed string of length k then we may write

(Lkξ)(x) =
∑
|i|=k e

φk(ix)ξ(ix) where the sum is over the strings for which the con-

catenation ix is allowed, i.e. we require ix ∈ Σ and where φk(x) =
∑k−1

i=0 = φ(σi(x)).
Given a set U ⊂ Σ which is a finite union of cylinder sets we wish to study how the

number of words of length k that do not intersect U grows as k gets large. Clearly
this information is encoded by the escape rate of the measure of maximal entropy
through U . In what follows we will also be interested in the escape rate for other
Gibbs measures. To do this we introduce the following perturbation of the transfer
operator LU : C(Σ)→ C(Σ) given by (LUξ)(x) = L(χUcξ)(x) which means that the
summation in LU is taken over all preimages outside the set U . Observe that since
U ⊂ Σ is a finite union of cylinder sets that this operator does indeed map C(Σ) to
C(Σ).

We can now state the following result of Ferguson and Pollicott, [8][Prop 5.2],
which in turn is deduced from the work of Collet, Martinez and Schmitt [6].

Proposition 2.1. Let µ denote the equilibrium state associated with a dθ-Lipschitz
potential. Denote by ΣU = Σ \ ⋃k≥0 σ

−k(U) and suppose that σ : ΣU → ΣU is
topologically mixing. Then the following limit exists

rµ(U) = − lim
k→∞

1

k
log µ{x ∈ Σ : σi(x) 6∈ U for i < k}.

Moreover e−rµ(U) is the spectral radius of the perturbed operator LU .

Due to the non-conformality of the system T : X → X for the purposes of con-
structing a good cover to compute the dimensions of X we are required to consider
the dynamics of factor system S : π(X) → π(X). To do this we use the idea of ap-
proximate squares, see (7) for a precise definiton. If U is a cover of X by approximate
squares of side length ≈ m−k then Proposition 2.1 may be used to yield information
about the number of elements from this cover which do not hit some forbidden re-
gion U (e.g. metric ball or finite union of Markov holes) for the first [ηk] iterates
under T . Likewise, by considering the dynamics of the factor S : π(X) → π(X) we
may estimate the proportion of this cover that do not intersect U for the iterates
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[ηk] < i ≤ k. These two events (not hitting U at times ≤ [ηk] and not hitting U
at times > [ηk]) are not independent and the following lemma provides a means of
‘gluing’ these two estimates together and so estimating the number of approximate
squares lost by forbidding intersection with U under iteration.

Lemma 2.2. Let µ denote the equilibrium state associated with a Lipschitz potential.
Let U ⊆ Σ consist of a finite union of cylinders with the property that σ : ΣU → ΣU

is topologically mixing. There exists a constant c = c(U) such that for all x ∈ ΣU

and l ∈ N we have

µ{y ∈ [x]l : σi(y) 6∈ U for 0 ≤ i < k} ≥ e−(k−l)rµ(U) (c+ o(1)) .

Proof. Fix x ∈ ΣU then we observe that

µ{y ∈ [x]l : σi(y) 6∈ U for 0 ≤ i < k} =

∫
[x]l

k−1∏
i=0

χUc(σ
i(y))dµ(y)

=

∫
χ[x]l(y)

k−1∏
i=l

χUc(σ
i(y))dµ(y)

=

∫
(Lk−lU Ll(χ[x]l)(y)dµ(y)

= e−(k−l)rµ(U)

∫
EU(Llχ[x]l)(y)dµ(y)︸ ︷︷ ︸

:=A

+

∫
Ψk−l
U (Llχ[x]l)(y)dµ(y)︸ ︷︷ ︸

:=B

,

where we used the decomposition LiU = e−irµ(U)EU+Ψi
U where EU is the projection

on to the eigenspace associated with the leading eigenvalue e−rµ(U). To see that
A > 0 we observe that EU(χ[x]l) = µU([x]l)hU . In [8][Prop 3.18] it is shown that

B = o(e−(k−l)rµ(U)). In [3][Lemma 1.8] it is shown that hU > 0 and by the definiiton
of Gibbs measures it follows that µU([x]l) > 0. �

2.2. Shrinking holes. The proofs of Theorems 1.3 and 1.4 make use of estimates
on how the quantity rµ(U) varies as U shrinks to a point. In order to do this we
employ the framework of Keller and Liverani [10, 11] along with the estimates found
in [8] that show that this framework applies in the setting of subshifts of finite type.

The conditions that we impose on our sequence of holes UN ⊂ Σ are:

(a) {UN}N are nested with ∩N≥1UN = {z}.



10 ANDREW FERGUSON, THOMAS JORDAN, AND MICHA L RAMS

(b) Each UN consists of a finite union of cylinder sets, with each cylinder having
length l(N).

(c) There exists a sequence {ρN}N ⊂ N, constants κ > 0, q ∈ N and points
z(1), z(2), . . . , z(q) such that κ < ρN/l(N) ≤ 1 and UN ⊂ ∪i[z(i)]ρN for all N ≥ 1.

(d) If z is periodic with prime period p then σ−p(UN)∩ [z0z1 · · · zp−1] ⊆ UN for large
enough N .

Under these assumptions one may conclude the following. We refer the reader to
[8][Thm 1.1] for a proof.

Proposition 2.3. Suppose that σ : Σ → Σ is topologically mixing. Let φ be dθ-
Lipschitz and denote by µ the associated equilibrium state. We suppose further that
the family {UN}N satisfies assumptions (a)-(d). Then

lim
N→∞

rµ(UN)

µ(UN)
=

{
1 if z is non-periodic

1− eφp(z)−pP (φ) if z has prime period p
.

2.3. A symbolic model for the set X. The map T : X → X is semi-conjugated
to a full shift, let

Σ = {(ω, τ) = ((ωi)
∞
i=0, (τi)

∞
i=0) ∈ {0, 1, . . . , n− 1}N × {0, 1, . . . ,m− 1}N

: (ωi, τi) ∈ D for i = 0, 1, . . .}.
With the shift map σ : Σ→ Σ acting as the usual shift on each of the entries, i.e.

σ(ω, τ) = σ((ωi)
∞
i=0, (τi)

∞
i=0) = ((ωi+1)∞i=0, (τi+1)∞i=0). Denote by Π : Σ→ X the factor

map defined by

Π(ω, τ) = lim
k→∞

F(ω0,τ0)F(ω1,τ1) · · ·F(ωk,τk)(0, 0).

For l, k ∈ N and (ω, τ) ∈ Σ we define the (l, k) cylinder set centred on (ω, τ) to be

[(ω, τ)](l,k) = {(ω′, τ ′) ∈ Σ : ω′i = ωi for 0 ≤ i < l and τ ′j = τj for 0 ≤ j < k}.
We denote by Ck the set of all (k, k)-cylinders, that is

Ck = {[(ω, τ)](k,k) : (ω, τ) ∈ Σ}.
The non-conformality of the map T dictates that images of the cylinders Ck do not

form an optimal cover of the set X. We therefore introduce approximate squares.
Let η = logm

logn
then we set

(7) Rk = {[(ω, τ)]([ηk],k) : (ω, τ) ∈ Σ}.
The image Π(R) of R ∈ Rk is a rectangle of side length n−ηk ×m−k ≈ m−k ×m−k
intersected with X and for the purposes of studying dimension these are the correct
objects to study.
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It is therefore necessary to consider the dynamics of a factor of Σ. Let Σ̃ = π(D)N

and denote by σ̃ : Σ̃ → Σ̃ the associated shift. We let π̃ : Σ → Σ̃ denote the map
π̃(ω, τ) = τ .

For τ ∈ Σ̃ we define the cylinder set of length k around τ to be the set

[τ ]k = {τ ′ = (τ ′i)
∞
i=0 : τi = τ ′i for all i < k}

and we denote the collection of such cylinders by

C̃k = {[τ ]k : τ ∈ Σ̃}.

3. Proof of Theorem 1.1

In this section we prove Theorem 1.1. Suppose that U ⊂ X is a Markov set
and that T : XU → XU is topologically mixing. The measure of maximal entropy
µmax for σ : Σ→ Σ corresponds to the equilibrium state associated to the potential
φ = − log #D, i.e. the evenly weighted Bernoulli measure. Similarly, the measure of
maximal entropy µ̃max for σ̃ : Σ̃→ Σ̃ corresponds to the equilibrium state associated
to φ̃ = − log #π(D). Let V ⊂ Σ denote a finite union of cylinders of length say l for
which Π(V ) = U .

A easily verified property of the measures µmax and µ̃max is that if A ⊂ Σ B ⊂ Σ̃
consist of a finite union of cylinder sets of length, say l(A), l(B) then

µmax(A) = (#D)−l(A)#{C ∈ Cl(A) : C ⊂ A}
µ̃max(B) = (#D̃)−l(B)#{C ∈ C̃l(B) : C ⊂ B}.

(8)

Unpacking the definition of the escape rate of µmax through U we see that for fixed
N and ε > 0 there exists k0 such that

(9) e−kε ≤ #{C ∈ Ck+l : σi(C) ∩ V = ∅ for 0 ≤ i < k}
(#D)k+le−krµmax (V )

≤ ekε

for all k ≥ k0.
Due to the fact that the correct cover of the set XU comes not from images of

cylinder sets Ck but from approximate squares Rk we are required to consider the
dynamics of the system σ̃ : π̃

(
Σ \⋃∞k=0 σ

−k(V )
)
→ π̃

(
Σ \⋃∞k=0 σ

−k(V )
)
, i.e. the

projection of the (symbolic) survivor set.
We observe that by setting Ṽ = {A ∈ C̃l : π̃−1(A) \ V = ∅} we have that

π̃

(
Σ \

∞⋃
k=0

σ−k(V )

)
= Σ̃ \

∞⋃
k=0

σ̃−k(Ṽ ),
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i.e. the projection of the survivor set is the survivor set associated with the hole Ũ .
Trivially we have that ∅ ⊆ Ṽ ⊆ π̃(V ) and we remark that both of these extremes
may be realised.

We now prove Theorem 1.1.

Proof. Fix k and consider the following cover of XU

DU,k = Π{R ∈ Rk : σi(R) ∩ V = ∅ for 0 ≤ i < [ηk]− l
and σ̃i(π̃(R)) 6∈ Ṽ for [ηk] ≤ i < k − l}.

Clearly, the condition σi(R) ∩ V = ∅ for 0 ≤ i < [ηk] − l imposes conditions on
the first [ηk] symbols, and to count the number of R ∈ Rk satisfying this we use
the escape rate of µmax through V . While the second condition depends on the later
k−[ηk] symbols and we use the escape rate of µ̃max through Ṽ which is the projection
of the set V .

From the definition of the escape rate, in conjunction with (8) we see that for any
ε > 0 there exists k0 such that

#DV,k ≤ e(k−2l(V ))εe−([ηk]−l(V ))rµmax (V ) (#D)[ηk] e−(k−[ηk]−l(V ))rµ̃max (Ṽ )
(

#D̃
)k−[ηk]

for all k ≥ k0. Thus, denoting by Nk(XU) the minimum number of boxes of side
length m−k required to cover XU we have that

dimB(XU) = lim sup
k→∞

logNk(XU)

logmk

≤ lim sup
k→∞

log #DU,k

logmk

≤ dimB(X)− 1

logm

(
ηrµmax(V ) + (1− η)rµ̃max(Ṽ )

)
+

ε

logm
.

Since the above holds for all ε > 0 we deduce that

(10) dimB(XU) ≤ dimB(X)− 1

logm

(
ηrµmax(V ) + (1− η)rµ̃max(Ṽ )

)
.

We now estimate the lower box dimension. For fixed k and U let

D̃U,k = Π{R ∈ Rk : there exists (ω, τ) ∈ R such that σi(ω, τ) 6∈ V for all i ≥ 0}.
We shall estimate the cardinality of D̃U,k. Clearly, for each C ∈ C[ηk] satisfying

σi(C)∩V = ∅ for 0 ≤ i < [ηk]−l has the property that Π(C)∩XU 6= ∅. Furthermore,
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for each of these C we may apply Lemma 2.2 to the cylinder σ̃[ηk]−lπ̃(C) ∈ C̃l to see
that there exists a constant c > 0 such that

µ̃max{y ∈ σ̃[ηk]−l(V )π(C) : σ̃i(y) 6∈ Ṽ for 0 ≤ i < k−[ηk]} ≥ e−(k−[ηk])rµ̃max (Ṽ )(c+o(1)).

Combining these estimates we deduce that each C ∈ C[ηk] such that σi(C)∩V = ∅
for 0 ≤ i < [ηk] contains at least e−(k−[ηk])rµ̃max(Ṽ )(c + o(1))π(D)k−[ηk] approximate
squares of side length m−k which each hit D̃U,k and so for fixed ε > 0 there exists k0

such that

#D̃U,k ≥ e−εke−[ηk]rµmax (V )(#D)[ηk]e−(k−[ηk])rµ̃max (Ṽ )(c+ o(1))π(D)k−[ηk].

Any approximate square in D̃U,k necessarily contains a point (ω, τ) for which
σi(ω, τ) 6∈ V for all i ≥ 0. Thus, if Vk is an optimal cover of XU by boxes of
side length m−k then each Π(R) ∈ D̃U,k necessarily intersects some element of Vk.
On the other hand each V ∈ Vk intersects at most 9 elements of D̃U,k and so

#D̃U,k ≤ 9#Vk = 9Nk(XU).

Thus

dimB(XU) = lim inf
k→∞

logNk(XU)

logm−k
≥ dimB(X)− 1

logm

(
ηrµmax(V ) + (1− η)rµ̃max(Ṽ )

)
− ε

logm
.

Letting ε→ 0 and combining with equation (10) we see that

(11) dimB(XU) = dimB(X)− 1

logm

(
ηrµmax(V ) + (1− η)rµ̃max(Ṽ )

)
.

Finally, we observe that the map Π : Σ → X is one to one almost everywhere for
the measure µmax and that this measure is projected to the measure of maximal
entropy for T : X → X. It follows that the corresponding escape rates coincide
which completes the proof.

�

4. Proof of Theorem 1.2

4.1. Upper bound. The purpose of this section is to prove the following upper
bound.

dimH(XU) ≤ sup
p∈∆D

{
dimH(µp)−

ηrµp(U) + (1− η)rπ∗(p)(Ũ)

logm

}
.

For τ ∈ DN and k ≥ 1 we let
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q
k
(τ) = (qk,j(τ))m−1

j=0 =

(
k−1

k−1∑
i=0

χ[j](σ̃
i(π(τ)))

)m−1

j=0

.

For all k ∈ N and δ > 0 we define φk,δ : π(D)N → [0,∞] ∪ {−∞} by

φk,δ(q) =
1

k
log #{ωk : ω ∈ π(ΣU) and |q

k
(ω)− q|∞ < δ}

and let φ(q) = limδ→0 limk→∞ φk,δ(q). The function φ is the vector multifractal
spectrum of the frequences of digits, compare with [1]. We will wish to consider the
frequencies which may arise for a sequence τ ∈ π(ΣU), to this end we define

Q = {q : φ(q) ≥ 0} = {q : there exists τ ∈ π(ΣU) with q = lim
k→∞

q
k
(τ)}.

We then have the following straightforward lemma which gives a uniform convergence
and a concavity result for φ.

Lemma 4.1. 1. For all ε > 0 there exists Kε ∈ N and δ > 0 such that for all
k > Kε and q ∈ Q

|φ(q)− φk,δ| < ε.

2. For any q, q′ ∈ Q and α ∈ (0, 1) we have that

φ(αq + (1− α)q′) ≥ αφ(q) + (1− α)φ(q′)

Proof. The first part follows by standard arguments using the fact that π(ΣU) is
topologically mixing, the uniform continuity of q → q log q in [0, 1] and ensuring
Kε > δ−1. The second part follows by combining the first part and the fact that
π(ΣU) is topologically mixing. �

We can now prove the analogue of McMullen’s condition [15][Lemma 4] that we
require.

Lemma 4.2. For all τ ∈ π(ΣU) we have that

lim inf
k→∞

(
φ(qk−[ηk](σ̃

[ηk](τ)))− φ(q[ηk](τ))
)
≤ 0.

Proof. We will prove this by contradiction. So we suppose that there exists ε > 0
and K ∈ N such that for some τ ∈ π(ΣU) and all k ≥ K

φ(qk−[ηk](σ̃
[ηk](τ)))− φ(q[ηk](τ)) ≥ ε.

By concavity of φ and linearity of q,

φ(q
k
(τ)) ≥ φ(q

[ηk]
(τ)) + ε(1− η).

By induction,
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φ(q
η−`k

(τ)) ≥ φ(q
k
(τ)) + `ε(1− η)

for all ` > 0, which is impossible because φ is bounded from above by logm. �

Next, we need to relate the behaviour of φ to the behaviour of Bernoulli measures
on the full projected system. For each q ∈ Q we can define a Bernoulli measure with
weights given by q which we will denote νq.

Lemma 4.3. For all q ∈ Q we have that

φ(q) ≤ h(νq)− rνq(Ṽ ).

Proof. For some ε > 0 and q ∈ Q by Lemma 4.1 we can choose δ > 0 and some
K ∈ N such that for k ≥ K and for all τ ∈ Q for which |q

k
(τ) − q|∞ ≤ δ we have

|hνq − hνq
k

(τ)
| ≤ ε. We then consider the set

Qq = {τ ∈ Q : |q
k
(τ)− q|∞ ≤ δ}.

For each τ ∈ Qq we consider the kth level cylinder τ belongs to and notes its measure

νq is at least e−kh(νq)−kε. On the other hand the total measure νq of all admissible

cylinders of length k is at most e−krνq+kε. So the total number of cylinders in Qq is

not greater than ek(h(νq)−rνq+2ε) which completes the proof. �

We now prove the upper bound for Theorem 1.2.

Proof. Fix ε > 0 and choose γ1, γ2, . . . , γM ∈ [0, log #π(D)] such that [0, log #π(D)] =
∪mi=1(γi− ε, γi + ε). For p ∈ ∆D let q(p) ∈ ∆π(D) be the probability vector defined by
q(p)j =

∑
i:(i,j)∈D pi,j and let

Γi =
{
p ∈ ∆D : H(q(p)) + E(q(p)) > γi − 2ε

}
.

For δ′ > 0 we choose a positive integer N(M) and p1, . . . , pN(M) ∈ Γi such that

Γi ⊂ ∪N(M)
i=1 Bδ′(pi). We will also let Z = maxMj=1N(M). For 1 ≤ i ≤ M(N) and

positive integers k and 1 ≤ j ≤ M we let Rk,i,j ⊆ Rk consist of those approximate
squares satisfying

i. For 0 ≤ l < [ηk] we have σl(R) ∩ V = ∅.
ii. For [ηk] ≤ l < k we have σ̃l(π̃(R)) ∩ Ṽ = ∅.

iii. We have ([ηk]−1
∑[ηk]−1

s=0 χ[d](σ
s(ω, τ)))d∈D ∈ Bδ′(pi).

iv. We have ((k − [ηk])−1
∑k−1

s=[ηk] χd̃(σ̃
s(τ)))d̃∈π(D) ∈ (γj − ε, γj + ε).

v. We have φ(qk−[ηk](σ̃
[ηk](τ))) ≤ φ(q[ηk](τ)) + ε,
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where (ω, τ) is any point from ΣU ∩Rk,i,j. Note that Lemma 4.2 implies that

(12) XU ⊆
⋃
k≥k0

M⋃
j=1

M(N)⋃
i=1

⋃
R∈Rk,i,j

Π(R).

We observe that by continuity of the map p 7→ hµp(σ) and Lemma 4.3 there exists

δ′ small enough such that

#Rk,i,j ≤ e
[ηk](hµp

i
(σ)−rµp

i
(V ))+(k−[ηk])(hπ̃∗(µp

i
)(σ̃)−rπ̃∗(µp

i
)(Ṽ ))+2kε

We define

α = sup
p∈∆D

{
ηhµp(σ) + (1− η)hπ̃∗(µp)(σ̃)− ηrµp(V )− (1− η)rπ̃∗(µp)(Ṽ ) + 3ε

logm

}
and use (12) to calculate

Hα
m−k0 (XU) ≤

∑
k≥k0

M∑
j=1

N(M)∑
i=1

m−kα#Rk,i,j

≤
∑
k≥k0

M∑
j=1

N(M)∑
i=1

m−kαe
[ηk](hµp

i
(σ)−rµp

i
(V ))+(k−[ηk])(hπ̃∗(µp

i
)(σ̃)−rπ̃∗(µp

i
)(Ṽ ))+2kε

≤ Z
∞∑

k=k0

m−kε = Z(1−m−ε)−1m−k0ε.

(13)

Letting k0 →∞ shows that

dimH(XU) ≤ sup
p∈∆D

{
ηhµp(σ) + (1− η)hπ̃∗(µp)(σ̃)− ηrµp(V )− (1− η)rπ̃∗(µp)(Ṽ ) + 3ε

logm

}
letting ε→ 0 completes the proof. �

4.2. Lower bound. We first give the proof in the case where Ũ = ∅. Let l ∈ N
denote any integer for which [in−l, (i + 1)n−l] × [jm−l, (j + 1)m−l] ∩ U 6= ∅ implies
that [in−l, (i+ 1)n−l]× [jm−l, (j + 1)m−l] ⊆ U .

Proposition 4.4. Under the assumptions above we have

dimH(XU) ≥ sup
p∈∆D

{
dimH(µp) +

1

log n

∫
log

(
µp(π

−1(Il(y)) ∩ U c)

π∗(µp)(Il(y))

)
dπ∗(µp)(y)

}
.
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Proof. Let p ∈ ∆D and µp denote the associated Bernoulli measure supported on Σ.
Let V ⊂ Σ denote the symbolic representation of the set U . Now fix ε > 0 and a
positive integer k and set

B̃k =
{
τ = τ0τ1 · · · τk−1 ∈ π(D)k :

∣∣∣k−1#{1 ≤ i ≤ k : τi = j} − π̃∗(µp)[j]
∣∣∣ < ε

for all j ∈ π(D) and [τk−lτk−l+1 · · · τk−1] ∩ π̃(V ) = ∅
}
.

We define a function ρk : B̃k × B̃k → {0, 1} by

ρk(τ, τ
′) =

{
1 if σ̃−i(π̃(V )) ∩ [ττ ′] for k − l ≤ i < k

0 otherwise .

Then for τ ∈ B̃k we set

Fk(τ) = #{τ ′ ∈ B̃k : ρ(τ, τ ′) = 1}.
Then we see that for π̃∗(µp)-almost all τ = (τi)

∞
i=0 ∈ {0, 1, . . . ,m− 1}N we have

(14) lim
k→∞

1

k
log (Fk(τ0τ1 · · · τk−1)) = hπ̃∗(µp)(σ).

For τ ∈ B̃k we let

Pk(τ) := #
{
ω = ω0ω1 · · ·ωk−1 ∈ {0, 1, . . . , n− 1}k : (ωi, τi) ∈ D for i = 0, 1, . . . , k − 1

and σ−i(V ) ∩ [ω, τ ] = ∅ for i = 0, 1, . . . , k − l − 1
}
.

One may deduce that for any τ ∈ B̃k

Pk(τ) ≥
k−1∏
i=0

z(τi)
k−l−1∏
i=0

µp(π̃
−1[σ̃i(τ)]l ∩ V c)

π̃∗(µp)[σ̃i(τ)]l
.

An application of the ergodic theorem yields that for π̃∗(µp)-almost all τ ∈ {0, 1, . . . ,m−
1}N

(15)

lim inf
k→∞

1

k
logPk(τ0τ1 · · · τk−1) ≥

∫
log z(τ0)dπ∗(µp)(τ)+

∫
log

(
mup(π̃

−1[τ ]l ∩ V c)

π∗(µp)[τ ]l

)
dπ̃∗(µ)(τ).

Next set
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Ak(τ) =
{
ω = ω0ω1 · · ·ωk−1 ∈ {0, 1, . . . , n− 1}k : (ωi, τi) ∈ D for i = 0, 1, . . . , k − 1

and σ−i(V ) ∩ [ω, τ ] = ∅ for i = 0, 1, . . . , k − l − 1
}

and let

Bk =
⋃
τ∈B̃k

Ak(τ)× {τ}.

We now let

X̃ = {(ω̃i, τ̃i) ∈ BN
k : ρk(τ̃i, τ̃i+1) = 1 for i = 0, 1, . . .}

and note that X̃ may be viewed as a subset of Σ and in this case we see that
Π(X̃) ⊂ XU . We will now construct a probability measure with support X̃. We
define ν to be the Markov measure defined as

ν([ω̃0ω̃1 · · · ω̃r, τ̃0τ̃1 · · · τ̃r]) = (#B̃k)−1Fk(τ̃0)
r∏
i=0

(Fk(τ̃i)Pk(τ̃i))
−1

Hence for an approximate square [ω̃0ω̃1 · · · ω̃[ηr], τ̃0τ̃1 · · · τ̃r] we have that

ν([ω̃0ω̃1 · · · ω̃[ηr], τ̃0τ̃1 · · · τ̃r]) = (#B̃k)−1Fk(τ̃0)

[ηr]∏
i=0

(Fk(τ̃i)Pk(τ̃i))
−1

r∏
i=[ηr]+1

Fk(τ̃i)
−1.

Now combining equations (14) and (15) with the above yields for large enough k

lim inf
r→∞

ν([ω̃0ω̃1 · · · ω̃[ηr], τ̃0τ̃1 · · · τ̃r])
logm−r

≥ 1

logm

(
hπ̃∗(µ)(σ) + η

∫
log z(ω0)dπ̃∗(µ)(ω)

+ η log

(
µp(π̃

−1[τ ]l ∩ V c)

π̃∗(µp)[τ ]l

)
dπ∗(µp)(τ)

)
− ε

=
1

logm

(
ηhµp(σ) + (1− η)hπ̃∗(p)(σ̃)

+ η log

(
µp(π̃

−1[τ ]l ∩ V c)

π̃∗(µp)[τ ]l

)
dπ̃∗(µp)(τ)

)
− ε.

Letting ε→ 0 completes the proof. �

We now deal with the other case, that is Ũ = π(U). We start with a couple of
straightforward lemmas.
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Lemma 4.5. Let ν denote a σ-invariant ergodic probability measure and µ be the
Bernoulli measure on Σ where µ ◦ Π−1 = µdim. It follows that for ν-almost all
(ω, τ) ∈ Σ we have

lim
k→∞

log µ(Rk(ω, τ))

logm−k
= dimH(X)

where Rk(ω, τ) denotes the unique element R ∈ Rk containing (ω, τ).

Proof. Let (ω, τ) ∈ Σ, fix k ∈ N . We then have that by the definition of µ

log µ(Rk(ω, τ)) = −k dimH(X) logm+
k∑
i=1

log z(ωi)
η −

[ηk]∑
i=1

log z(ωi).

By the Birkhoff Ergodic Theorem for ν almost all (ω, τ) ∈ Σ

lim
k→∞

1

k

 k∑
i=1

log z(ωi)
η −

[ηk]∑
i=1

log z(ωi)

 = 0

and thus

lim
k→∞

log µ(Rk(ω, τ))

−k logm
= dimH X.

�

The following result relates the typical symbolic local dimension to the real local
dimension.

Lemma 4.6. Let ν denote an ergodic σ-invariant measure with support in Σ. Set ν =

ν◦Π−1 and suppose that for ν-almost all (ω, τ) ∈ Σ we have lim infk→∞
log ν(Rk(ω,τ))
−k logm

≥
s then for ν-almost all x ∈ X we have

lim inf
r→0

log ν(B(x, r))

log r
≥ s

and in particular

dimH ν ≥ s.

Proof. We let ε > 0 and define a set A(ε) ⊂ X such that x ∈ A if there exists
(ω, τ) ∈ Σ and K(x) ∈ N such that

A. Π(ω, τ) = x and for all k ≥ K(x) we have that ν(Rk(ω, τ)) ≤ m−k(s−ε)

B. for all k ≥ K(x) we have that B(x,m−k+ε) ⊂ Π(Rk(ω, τ)).
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We then have that if x ∈ A(ε) then for k ≥ K(y) and m−k(1+ε) ≥ r > m−(k+1)(1+ε)

ν(B(x, r)) ≤ m−k(s−ε) ≤ m(−1−ε)(s−ε)mεk(s−ε)rs−ε.

Thus if x ∈ A(ε) for all ε where ε−1 ∈ N then

lim inf
r→0

log ν(B(x, r))

log r
≥ s

and it follows by Frostman’s lemma that dimH ν ≥ s.
So we need to show that ν (∪∞i=1A(i−1)) = 1. This follows for condition A by the

assumption in the lemma. Thus to have ν (∪∞i=1A(i−1)) 6= 1 requires condition B. to
fail on a set of positive measure. However if ν assigns positive measure to more than
one row and more than one column then by the Birkhoff Ergodic Theorem condition
B must be satisfied for any ε > 0 on a set of full measure. If ν is just supported
on one row or one column then ν has one-dimensional support and is ergodic under
either x → nx mod 1 or x → mx mod 1 in which case the lemma is well known
and a simple exercise to prove. �

We can now complete the lower bound in this case.

Proposition 4.7. Under the assumptions above we have

dimH(XU) ≥ sup
p∈∆D

{
dimH(µp)−

rµp(U)

logm

}

Proof. We begin by observing that by the Gibbs property of µU there exists a constant
C > 1 such that for any cylinder set in the space Cn(ω, τ) we have

C−1 ≤ µU(Ck(ω, τ))

eφ
k
U (ω,τ)−kPΣU

(φU )
≤ C

for all x ∈ ΣU and n ≥ 1. Combining this with the analogous estimate for µ we see
that there exists a constant C̃ > 1 such that for any (ω, τ) ∈ ΣU we have

C̃−1 ≤ µU(Ck(ω, τ))

µ(Ck(x))e−kPΣU (φU )
≤ C̃.

Using this we see that for µU almost all (ω, τ) ∈ ΣU we have
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log µU(Rk(ω, τ))

logm−k
=

log
∑

Ck(ω′,τ ′)⊂Rk(ω,τ) : (ω′,τ ′)∈ΣU
µU(Ck(ω

′, τ ′))

logm−k

≥
log
∑

Ck(ω′,τ ′)⊂Rk(ω,τ) : (ω′,τ ′)∈ΣU
µ(Ck(ω

′, τ ′))

logm−k
+

log C̃e−kPΣU (φU )

logm−k

≥
log
∑

Ck(ω′,τ ′)⊂Rk(ω,τ) µ(Ck(ω
′, τ ′))

logm−k
+

log C̃e−kPΣU (φU )

logm−k

=
log µ(Rk(ω, τ))

logm−k
+

log C̃e−kPΣU (φU )

logm−k
.

Taking the liminf as k → ∞ and invoking Lemma 4.5 and Lemma 4.6 completes
the proof. �

5. Approximation arguments

An important step in the proof of Theorems 1.3 and 1.4 is an argument where the
geometric hole Bε(z) is approximated by Markov holes.

In the case that T is conformal it is reasonably straightforward to show that any
equilibrium state corresponding to a Hölder continuous potential is doubling, which
in turn provides the opportunity to use the “δ-annular decay property” (see [4] for
further details) - giving a simple method for going between finite unions of Markov
holes and metric balls.

If T is non-conformal then this method no longer works as the equilibrium state
may no longer be doubling. The following lemma sidesteps this issue, showing di-
rectly that for measures such as the measure of maximal entropy or the measure of
maximal dimension an analogous approximation argument holds.

Proposition 5.1. Let µmax denote the measure of maximal entropy for T : X →
X and µ̃max the measure of maximal entropy for S : π(X) → π(X). Then for
any δ > 0 there exists non-increasing functions N,N ′ : (0, 1) → N and families
{UN(ε)}ε, {VN ′(ε)}ε satisfying (a)-(d) defined at the start of subsection 2.2 such that
Π(VN ′(ε)) ⊂ Bε(z) ⊂ Π(UN(ε)) and

(1− δ)µmax

(
Π
(
UN(ε)

))
≤ µmax(Bε(z)) ≤ (1 + δ)µmax

(
Π
(
VN ′(ε)

))
(16a)

(1− δ)µ̃max

(
Π
(
ŨN(ε)

))
≤ µ̃max(B̃ε(z)) ≤ (1 + δ)µ̃max

(
Π
(
ṼN ′(ε)

))
(16b)

for all ε ∈ (0, 1). Here

Π(ŨN(ε)) = {x ∈ π(Π(UN(ε)) : π−1{x} ∩X ⊂ Π(UN(ε))}
with the corresponding definitions for Π(ṼN ′(ε)) and B̃ε.
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Proof. We only prove the existence of the outer approximation {UN(ε)}ε as the proof
of the inner approximation {VN ′(ε)}ε is analogous. We first show (16a). We are
interseted in cylinder sets where the projection intersects the boundary of Bε(z). To
this end we define for k ≥ 1 and ε > 0

Ũk,ε = {C ∈ Ck : Π(C) ∩ ∂Bε(z) 6= ∅}.
We claim that there exists constants c, s > 0 and γ ∈ (0, 1) such that

(17) µmax

 ⋃
U∈Ũk,ε

Π(U)

 ≤ cε−sγkµmax(Bε(z))

for all ε > 0 and k ≥ 1. Observe that⋃
U∈Ũk,ε

Π(U) ⊆Bε+
√

2m−k(z) \Bε−
√

2m−k(z)

⊆ π−1[π(z) + ε−
√

2m−k, π(z) + ε+
√

2m−k]︸ ︷︷ ︸
:=A

∪ π−1[π(z)− ε+
√

2m−k, π(z) + ε−
√

2m−k] ∩Bε+
√

2m−k(z) \Bε−
√

2m−k(z)︸ ︷︷ ︸
:=B

∪ π−1[π(z)− ε−
√

2m−k, π(z)− ε+
√

2m−k]︸ ︷︷ ︸
:=C

.

The measure π∗(µmax) corresponds to the (#D−1z(j))m−1
j=0 -Bernoulli measure and

so by a standard argument one may show the existence of constants c1, s1 > 0 such
that π∗(µmax)(U) ≤ c1(diam(U))s1 for any open set U ⊂ S1. Thus both (A) and (C)
may be estimated as

(18) µmax(A), µmax(C) ≤ c1(2
√

2m−k)s1 = c2m
−ks1 .

We now estimate (B). Decompose µmax = π∗(µmax)× µy. Suppose that y ∈ π(X)
has a unique base m-expansion and writing y =

∑∞
k=1 ykm

−k and x =∈ π−1{y} ∩X
then it is easy to see that if C ∈ Ck is any cylinder with (x, y) ∈ Π(C) then

(19) µy(Π(C)) =
k−1∏
i=0

z(yi)
−1

Choose N = N(ε, k) so that n−(N+1) < 2
√

2εm−k ≤ n−N . We observe that for any
interval I ⊂ π−1{y} of diameter 2

√
2m−k there exist at most two C1, C2 ∈ Ck such
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ǫ−
√
2m−k

2
√
2m−k

z

A

C

B

Figure 2. The decomposition of the set Bε+
√

2m−k(z) \ Bε−
√

2m−k(z)
into the sets A,B and C.

that Π(C1),Π(C2) intersect I. Accordingly, using (19) we may deduce that

(20) µy(I) ≤ 2
N−1∏
i=0

z(yi)
−1.

Next choose L = L(ε) so that m−(L(ε)+1) < 2ε ≤ m−L(ε). Then the projection of
the ball π(Bε−

√
2m−k(z)) is covered by at most two m-adic intervals of length m−L

which we denote I1, I2. Thus we see that

µmax(B) ≤ 4

∫
I1∪I2

N−1∏
i=0

z(yi)
−1d(π∗µmax)(y)

≤ 4

(∫
I1∪I2

L−1∏
i=0

z(yi)
−1d(π∗µmax)(y)

)
(#π(D)/#D)N−L

≤ 4 (#π(D)/#D)N−L := 4αN−L.

(21)
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From the definitions of L and N we deduce that

N − L ≥ − log 23/2+η−1
nm−k/2ε1/2+η−1

log n
:= c3 log c4m

ks2ε−s3

While combining the above estimate with (21) we deduce that

(22) µmax(B) ≤ 4
(
c4m

ks2ε−s3
)c3/ logα

.

We observe that the assumption that there exists 0 ≤ j < m with z(j) > 1 forces
α < 1, thus ms2c3/ logα < 1 which implies that the right hand side of (22) decays
exponentially in k. Combining this with (18) proves claim (17).

Now fix δ > 0 and choose k = k(ε) such that cε−sγk < δ < cε−sγk−1. Set

UN(ε) = {C ∈ Ck : Π(C) ∩Bε(z) 6= ∅}}.
Then (17) implies that

µmax(Π(UN(ε))) ≤ µmax(Bε(z)) + µmax

 ⋃
U∈Uk,ε

Π(U)


≤ (1 + δ)µmax(Bε(z))

which shows (16a). We now show that the family {UN(ε)}ε satisfies properties (a)-(d).
Properties (a), (b) and (c) follow immediately from the construction. Finally, to see
(d) we observe that if z is periodic with prime period p and C ∈ Cp is the unique
cylinder of length p then for small enough ε we have that

Π(C) ∩ T−p(Bε(z)) ⊆ Bε(z).

Since Π(UN) ⊆ Bε+
√

2m−k(ε)(z) we see that for small enough ε this property carries
over to the family {UN(ε)}ε.

We now turn our attention to verifying (16b) for the family {UN(ε)}ε. We begin

by observing that from the definition B̃ε ⊆ Π(ŨN(ε)). Further, from the construction
we have that

Π(ŨN(ε)) \ B̃ε ⊆ [π(z) + ε−
√

2m−N(ε),π(z) + ε+
√

2m−N(ε)]

∪ [π(z)− ε−
√

2m−N(ε), π(z)− ε+
√

2m−N(ε)].

The equation (18) and subsequent calculations verifies (16b). �

Using exactly the same arguments as in Proposition 5.1 we may deduce.

Proposition 5.2. Let µdim denote the measure of maximal dimension for T : X →
X. Then for any δ > 0 there exists non-increasing functions N,N ′ : (0, 1)→ N and
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families {UN(ε)}ε, {VN ′(ε)}ε satisfying (a)-(d) such that Π(VN ′(ε)) ⊂ Bε(z) ⊂ Π(UN(ε))
and

(1− δ)µdim

(
Π
(
UN(ε)

))
≤ µdim(Bε(z)) ≤ (1 + δ)µdim

(
Π
(
VN ′(ε)

))
(1− δ)π∗(µdim)

(
Π
(
ŨN(ε)

))
≤ π∗(µdim)(B̃ε(z)) ≤ (1 + δ)π∗µdim

(
Π
(
ṼN ′(ε)

))
for all ε ∈ (0, 1).

For z ∈ X and ε > 0 small we are required to understand the dynamics of the
projection of the survivor set π(XBε(z)) which can be seen to be a survivor set in its

own right. Setting B̃ε = {y ∈ π(Bε(z)) : π−1{y} ∩X ⊂ Bε(z)} we see that

π(Xε) = π(X) \
∞⋃
k=0

S−k(B̃ε).

The set B̃ε may not necessarily be a ball, although clearly ∅ ⊆ B̃ε ⊆ π(Bε(z)).
The next two Lemmas describe certain circumstances under which we may conclude
that the set B̃ε approximates either of these two extremes.

Lemma 5.3. Let ρ denote either

(1) µ̃max, the measure of maximal entropy for the system S : π(X)→ π(X) or
(2) π∗(µdim), the projection of the measure of maximal dimension µdim under the

map π.

Let ν denote a S-invariant Borel probability measure with support in X such that if
(0, 0) ∈ X then we have

dν(0) := lim inf
r→0

log ν(Br(0))

log r
> 0.

Then

(1) If 0 ≤ z(i) ≤ 1 for all i then

lim
ε→0

ρ(B̃ε)

ρ(π(Bε(z)))
= 1

for ν-almost all z ∈ X.
(2) Otherwise, z(i) > 1 for some i and for ν-almost all z ∈ X there exists

ε0 = ε0(z) > 0 such that

B̃ε = ∅
for all 0 < ε < ε0.
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Proof. We only prove the case that ρ = µ̃max as the other case is proved in the
same way. We begin by observing that the assumption on ν implies that there exists
constants s, r0 > 0 such that

ν(Br(0)) ≤ rs

for all 0 < r < r0.
Setting

Xl := {z ∈ X : |Sl(π(z))| < (mn−1)l}.
Then by the invariance of ν we observe that ν(Xl) ≤ (mn−1)ls for large enough l.
Thus, by the Borel-Cantelli lemma we deduce that

ν

(⋂
k≥1

⋃
l≥k

Xl

)
= 0.

Now let z ∈ ⋃k≥1

⋂
l≥kX \ Xl. We first deal with the case where 0 ≤ z(i) ≤ 1

for all i. Let k = k(z) be chosen so that |Sl(π(z))| ≥ (mn−1)l for all l ≥ k. Choose
ε0 = ε0(z) so that 0 < ε0 < n−k then for any 0 < ε < ε0 we set n−(l(ε)+1) ≤ ε < n−l(ε).
From this we deduce that |Sl(ε)(π(z))| ≥ (mn−1)l(ε) for all 0 < ε < ε0 which in turn
implies that there exists a unique cylinder Cl(ε)(z) ∈ Cl(ε) such that z ∈ Π(Cl(ε)(z)).

Moreover, as |Sl(ε)(π(z))| ≥ (mn−1)l(ε) we have that π(Bε(z)) ⊆ π(Π(Cl(ε)(z))).
Moreover, the assumption that 0 ≤ z(i) ≤ 1 implies that π−1(π(Cl(ε)(z) ∩X)) ⊆

Cl(ε). We set

C̃l(ε) = {y ∈ π(Bε(z) : π−1{y} ⊆ Bε(z)}
which is illustrated in Figure 3. Clearly C̃l(ε) ⊆ B̃ε ⊆ π(Bε(z)) and so

µ̃max(C̃l(ε))

µ̃max(π(Bε(z)))
≤ µ̃max(B̃ε)

µ̃max(π(Bε(z)))
≤ 1

It therefore suffices to show that
µ̃max(C̃l(ε))

µ̃max(π(Bε(z)))
→ 1 as ε→ 0. To see this we observe

that π(Bε(z)) \ C̃l(ε) ⊂ I1 ∪ I2 for two intervals of length at most
√
ε2 − n−2l(ε) ≤

1
2
m2η−1

ε2(1+η−1) = c2ε
2(1+η−1)ε2(1+η−1). Choose r = r(ε), r̃ = r̃(ε) so that

m−r < ε ≤ m−(r−1), m−r̃ < c2ε
2(1+η−1) ≤ m−(r̃−1).

Then

µ̃max(C̃l(ε))

µ̃max(π(Bε(z)))
≥ 1− 4

#π(D)−r̃

#π(D)−r
→ 1

as ε→ 0.
Now suppose that there exists j such that z(j) > 1, in which case for ν-almost all

z ∈ X the set π−1{π(z)}∩X contains infinitely many points. Let z ∈ ⋃k≥1

⋂
l≥kX \



SELF-AFFINE SETS WITH HOLES 27

z

n−l(ǫ)

Cl(ǫ)(z)

ǫ

π−1{π(z)}

m−l(ǫ)

C̃l(ǫ)

Figure 3. Depiction of the set C̃l(ε).

Xl and suppose that there exists z̃ 6= z such that π(z̃) = π(z). Choose 0 < ε0 <
2−1|z − z̃|. For 0 < ε < ε0 we let k = k(ε) be chosen so that n−k < ε ≤ n−(k−1),
in which case we see that there exist C1, C2 ∈ Ck such that z ∈ Π(C1), z̃ ∈ Π(C2),
π(Bε(z)) ⊆ π(C1) = π(C2). The sets C1 and C2 are illustrated in Figure 4 Thus,
for any y ∈ π(Bε(z)) there exists ỹ ∈ Π(C2) such that π(ỹ) = y, which implies that

B̃ε = ∅. This completes the proof.
�

6. Metric holes

In this section we prove Theorems 1.3 and 1.4. Theorem 1.3 is proved by a combi-
nation of using Theorem 1.1 and the results from Section 5. Theorem 1.4 is proved
by combining Theorem 1.2, results from section 5 and a simple perturbation result.

Proof of Theorem 1.3. Fix a Borel probability measure ν supported on X which
satisfies the assumption of Lemma 5.2. Let z ∈ X be a generic point for ν. We first
deal with the case that 0 ≤ z(j) ≤ 1 for all 0 ≤ j < m. Fix δ > 0 and for ε > 0
we let {UN(ε)}ε and {VN ′(ε)}ε denote the associated outer and inner approximations
guaranteed by Proposition 5.1.

Applying Theorem 1.1 we see that
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z̃z

n−l(ǫ)

ǫ

m−l(ǫ)

C1 C2

Figure 4. Depiction of the sets C1 and C2.

dimB(XBε(z)) ≥ dimB(XUN(ε)
)

= dimB(X)− 1

log n
rµmax(UN(ε))−

(
1

logm
− 1

log n

)
rµ̃max(ŨN(ε)).

(23)

Applying Proposition 2.3 to the above we see that

dimB(XBε(z)) = dimB(X)− dB(z)

log n
µmax(UN(ε))− d̃B(z)

(
1

logm
− 1

log n

)
µ̃max(ŨN(ε))}

+ o(max{µmax(UN(ε)), µ̃max(ŨN(ε))}),

(24)

where dB(z) and d̃B(z) are the factors that appear in Proposition 2.3 which depend
on the periodicity of z and the potential associated to the measures µmax and µ̃max

(which are nothing more than − log of the entropy in both cases).
Applying Proposition 5.1 we see that
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dimB(XBε(z)) ≥ dimB(X)− (1− δ)−1

(
dB(z)

log n
µmax(Bε(z)) + d̃B(z)

(
1

logm
− 1

log n

)
µ̃max(B̃ε(z))

)
+ o(max{µmax(Bε(z)), µ̃max(B̃ε(z)})

≥ dimB(X)− (1− δ)−1

(
dB(z)

log n
µmax(Bε(z)) + d̃B(z)

(
1

logm
− 1

log n

)
µ̃max(π(Bε(z)))

)
+ o(max{µmax(Bε(z)), µ̃max(π(Bε(z))})

.

(25)

Finally, we observe the assumption that 0 ≤ z(j) ≤ 1 for all j implies that
π∗(µmax) = µ̃max and so from (25) we see that

dimB(XBε(z)) ≥ dimB(X)−(1−δ)−1 1

logm

(
ηdB(z) + (1− η)d̃B(z)

)
µmax(Bε(z))+o(µmax(Bε(z)))

which demonstrates the lower bound for the upper box dimension. The proof of the
remaining cases are similar and therefore omitted. �

Proof of Theorem 1.4. Before proving Theorem 1.4 we first prove a technical
lemma that is required in the proof of the upper bound. For a Markov set U we let

FU := sup
p∈∆D

{
dimH(µp)−

ηµp(U) + (1− η)π∗(µp)(Ũ)

logm

}
Lemma 6.1. Let µdim denote the measure of maximal dimension for T : X →
X. Suppose that {UN}N is a nested family of Markov holes for which the symbolic
analogues satisfy the hypotheses of Proposition 2.3 then

FUN = dimH(X)− ηµdim(UN) + (1− η)π∗(µdim)(ŨN)

logm
+ o(µdim(UN)).

Proof. This is a classical problem in perturbation theory: given a smooth function
G0 whose properties we know, approximate the supremum of function G = G0 +G1,
where G1 is small.

In our situation, the domain is the simplex ∆D of Bernoulli measures and

G0(p) = dimH(µp).

We will not need the exact formula for G0, we will only need the following properties:

i) suppG0(p) = dimH(X),
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ii) this supremum is achieved at the McMullen distribution pdim which is an
interior point of ∆D. We will denote

p+ = sup
i,j

pdim
i,j , p− = inf

i,j
pdim
i,j ,

iii) this supremum is unique and the second derivative form D2G0 at pdim is
negative definite. There exists d > 0 such that

(26) G0(pdim)−G0(p) ≥ d(pdim − p)2.

We set

G
(N)
1 (p) = − η

logm
µp(UN)− 1− η

logm
µp(π

−1(ŨN)).

Let us denote by pN the point at which GN = G0 + GN
1 achieves its maximum. We

are trying to estimate

FUN = GN(pN).

UN and π−1(ŨN) ⊂ UN are both finite unions of cylinders of level l(N) and are
both contained in at most q cylinders of level κl(N), q and κ as in the point c) of
the assumptions of Proposition 2.3. The latter property implies that

GN
1 (pdim) ≥ − q

logm
(p+)κl(N).

As GN
1 (pN) ≤ 0, (26) implies that

|pdim − pN | ≤ rN = (d logm)−1/2q1/2(p+)κl(N)/2

for N big enough. Also, for N big enough,

rN <
1

2
p−.

We restrict our attention to big N and to p ∈ BrN (pdim) from now on.
Let us consider now the former property. For any cylinder C of level l(N) and any

Bernoulli measure µp, µp(C) is a monomial of degree l(N) in variables pi,j:

µp(C) =
∏
i,j

p
ni,j
i,j ,

∑
i,j

ni,j = l(N).

Hence, for any unitary vector e tangent to ∆D we have

|Deµp(C)| =
∣∣∣∣∣∑
i,j

ei,j
ni,j
pi,j

µp(C)

∣∣∣∣∣ ≤ 2l(N)

p−
µp(C)
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and

|DeG
N
1 (p)| ≤ 2l(N)

p−
|GN

1 (p)|.

It implies that for any p, p′ ∈ BrN (pdim) we have∣∣∣∣∣GN
1 (p)−GN

1 (p′)

GN
1 (p)

∣∣∣∣∣ ≤ e2rN l(N)/p− − 1.

As both rN and GN
1 (pdim) are exponentially small as function of l(N), we can find

v > 0 not depending on N such that for all p ∈ BrN (pdim)

|GN
1 (pdim)−GN

1 (p)| ≤
∣∣GN

1 (pdim)
∣∣1+v

.

Thus, we have

G0(pdim) +GN
1 (pdim) ≤ FUN = G0(pN) +GN

1 (pN)

≤ G0(pdim) +GN
1 (pN)

≤ G0(pdim) +GN
1 (pdim) +O((µdim(UN))1+v)

and the proof is complete
�

We now deduce Theorem 1.4.

Proof. Fix a Borel probability measure ν supported onX such that dimloc(π∗(ν))(0) >
0. Let z ∈ X be a generic point for ν, further we assume that z is non-periodic.
We will only deal with the case that 0 ≤ z(j) ≤ 1 for all 0 ≤ j < m as the proof
of the other case is similar. For the lower bound we let {UN(ε)}ε denote the outer
approximations guaranteed by Proposition 5.1.

Applying Theorem 1.2 we see that

dimH(XBε(z)) ≥ dimH(XUN(ε)
)

≥ dimH(X)− rµdim
(UN(ε))

logm
.

(27)

Applying Proposition 2.3 to the above we see that

(28) dimH(XBε(z)) = dimH(X)− µdim(UN(ε))

logm
+ o(µdim(UN(ε))).

Applying Proposition 5.1 we see that
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(28) ≥ dimH(X)− (1− δ)−1 1

logm
µdim(Bε(z)) + o(µdim(Bε(z)))

which proves the lower bound.
For the upper bound we take the inner approximations {VN ′(ε)}ε guaranteed by

Proposition 5.1. �
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