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Abstract. We will consider the local dimension spectrum of a
weak Gibbs measure on a C1 non-uniformly hyperbolic system of
Manneville-Pomeau type. We will present the spectrum in three
ways: using invariant measures, ergodic invariant measures sup-
ported on hyperbolic sets and equilibrium states. We are also
proving analyticity of the spectrum under additional assumptions.
All three presentations are well known for smooth uniformly hy-
perbolic systems.

The theory of multifractal analysis for hyperbolic conformal dynami-
cal systems is now extremely well developed. There are complete results
for local dimension of Gibbs measures, Lyapunov spectra and Birkhoff
spectra. For early results on the local dimension spectra see [3] and
[18], for a general description see [16] and for more specific and very
general results see [1] and [15]. However, the picture is not complete for
non-uniformly hyperbolic systems. There are results for specific non-
uniformly expanding systems by Kesseböhmer and Stratmann ([11] and
[12]) and in the case of complex dynamics by Byrne, [2].

As our interest is in the local dimension spectrum for invariant mea-
sures, five papers are of special interest for us. The first results about
local dimension were in the papers by Nakaishi and by Pollicott and
Weiss, [14],[17]. They obtained the local dimension spectrum for the
measure of maximal entropy for a restricted class of parabolic maps
without critical points. Stratmann and Urbański in [19] and [20] con-
sidered complex (hence analytic) maps with possible critical points.
However, the analyticity assumption in these papers could be probably
reduced to assumptions from section 3 of [7]. In Theorem 4 of [24] Yuri
computes a portion of the multifractal spectra for weak Gibbs measures
of some non-uniformly hyperbolic systems.
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RTN CODY and MNiSW grant ’Chaos, fraktale i dynamika konforemna’. The
research was started during a visit of M. R. to Bristol. M. R. would like to thank
Bristol University for the hospitality shown during his visit.
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The aim of this paper is to obtain a complete spectrum for the local
dimension of weak Gibbs measures for C1 non-uniformly hyperbolic
systems. We will include results about the points where the local di-
mension is infinite, a phenomenon which does not occur in the uni-
formly hyperbolic setting. We will be considering systems with para-
bolic periodic points but no critical points. Well known examples of
such maps include the Manneville-Pomeau map and the Farey map.

The methods we use are adapted from the papers [6] and [9] where
the Lyapunov and Birkhoff spectra of such maps are considered. For
most of the paper we work directly with the original system, without
inducing, which lets us omit the usual assumptions about behaviour of
the map around parabolic points (except for Theorem 4 which deals
with analyticity of the spectra).

1. Notation and results

We consider non-uniformly expanding one-dimensional Markov maps.
More precisely, let I = [0, 1]. Let {Ii}, i = 1, . . . , p be closed subinter-
vals of I with disjoint interiors. Let A be a p× p matrix consisting of
0’s and 1’s where there exists k ∈ N such that for all i, j Ak+1(i, j) > 0.
Let Ti : I → R be C1 bijective diffeomorphisms with closed domains
Ji ⊂ Ii for which Ij ⊂ Ti(Ji) if A(i, j) = 1 and Ti(Ji) ∩ intIj = ∅ if
A(i, j) = 0. We will let Λ0 = ∪iJi and let T : Λ0 → I be defined as Ti
on Ji. When Ji ∩ Jj = {x} and i < j we will take T (x) = Ti(x). We
will assume that |T ′i (x)| ≥ 1 at every point x ∈ Ji and that there are
at most countably many points with derivative ±1. We will denote by
Λ the set of points whose trajectory never leaves Λ0.

We will allow the existence of parabolic periodic orbits
{x, T (x), . . . , Tm−1(x), Tm(x) = x} where the derivative of T will be
±1 at all points on the orbit. The existence of a parabolic orbit implies
that the map is non-uniformly expanding.

Let Σ = {1, . . . , p}N be the full shiftspace with the usual left shift σ
and ΣA ⊂ Σ the subshift with respect to the matrix A. For i ∈ Σ we
will denote by in its n-th element and by in the sequence of its first n
elements. For some 0 < β < 1 we will use the metric dκ on ΣA given
by dκ(i, j) = κ|i∧j| where |i ∧ j| = inf{m ∈ N : im 6= jm} − 1. By our
assumptions, (ΣA, σ) is topologically transitive. Let Π : ΣA → Λ be
defined by

Π(i) = lim
n→∞

T−1
i1
◦ · · · ◦ T−1

in
(Λ)
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(the limit is always one point, see the proof of Lemma 2.1 in [21]). The
local dimension of a measure µ at a point x is defined by

dµ(x) = lim
r→0

log µ(B(x, r))

log r

when this limit exists.
Let φ : ΣA → R be a continuous potential. We call a σ-invariant

probabilistic measure ν̃ supported on ΣA weak Gibbs for the potential
φ if there exists a constant P and a decreasing sequence {kn} such that
limn→∞ kn = 0 and for every i ∈ ΣA and for every n

exp(−nkn) ≤
ν̃([i1 . . . in])

exp(Snφ(i)− nP )
≤ exp(nkn).

This is similar to the definition in [23] except we require the result to
hold for all sequences not just for ν̃-almost all sequences. The existence
of such weak Gibbs measures for all continuous potentials is established
in [10].

For the rest of the paper let ν̃ be the weak Gibbs measure for the
potential φ and ν = ν̃ ◦ Π−1. Our goal will be to describe the local
dimension spectrum function α→ dimHXα, where

Xα = {x ∈ Λ : dν(x) = α}.
Since ν̃ is invariant under the map σ it follows that ν is invariant under
T . We will assume that P (φ) = 0 and φ(x) < 0 at each x ∈ ΣA. Note
here that this assumption is not very restrictive in the narrower class
of Hölder potentials. If φ is Hölder continuous and does not satisfy this
assumption then it is possible to add a constant and a coboundary to
obtain a new potential which will satisfy these conditions (see Theorem
9 in [4] and note that Gibbs measures for Hölder potentials on subshifts
of finite type have positive entropy).

Let us introduce the following notation, let MT (Λ) be the set of
T-invariant probability measures on Λ and Mσn(ΣA) be the set of σn

invariant probability measures on ΣA. For µ ∈ Mσ(ΣA) let h(µ, σn)
denote the entropy of µ with respect to σn (recall that by Abramov’s
Theorem nh(µ, σ) = h(µ, σn) for µ ∈ Mσ(ΣA) ). Let ψ : ΣA → R
be defined by ψ(i) = log |T ′i1(Π(i))| and for µ ∈ Mσ(ΣA) we define the
Lyapunov exponent of the measure µ as

λ(µ) =

∫
ψ(i)dµ(i).

We will call an ergodic measure µ ◦Π−1 hyperbolic if λ(µ) > 0. We will
use a more restricted family of measures as well. An ergodic measure for
which the support does not contain any parabolic periodic orbits will
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be called uniformly hyperbolic. Moreover we will denote the family of
uniformly hyperbolic measures by MH(ΣA). Obviously, any uniformly
hyperbolic measure is hyperbolic. Similarly, closed and T -forward in-
variant subsets of Λ that do not contain any parabolic periodic orbits
will be called hyperbolic sets and the family of all hyperbolic sets will
be denoted by H. The family of hyperbolic sets on which T is an
uniformly expanding subshift of finite type will be denoted by H0. Let

αmin = min
µ∈Mσ(ΣA)

{
−

∫
φdµ

λ(µ)
: λ(µ) > 0

}
and

αmax = max
µ∈Mσ(ΣA)

{
−

∫
φdµ

λ(µ)
: λ(µ) > 0

}
.

Clearly, αmax = ∞ if and only if Λ contains a parabolic periodic orbit
(if: consider linear combinations of a measure with positive Lyapunov
exponent and the invariant measure supported on the parabolic peri-
odic orbit; only if: − 1

n
Snφ is always bounded and 1

n
Snψ is bounded

away from zero in the absence of parabolic points).
We can now state our main results.

Theorem 1. Let (X,T ) be non-uniformly expanding one-dimensional
Markov map and let µ be a weak Gibbs measure for the potential φ.
Then

1. Xα is empty for α < αmin or α > αmax.
2. The function α → dimHXα is continuous on (αmin, αmax) and

right-continuous at αmin. If αmax < ∞ then it is also left-
continuous at αmax.

3. For any α ∈ [αmin, αmax] \ {∞} we have that

dimHXα = sup
µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α and λ(µ) > 0

}
.

4. If αmax = ∞ then dimHXα is a nondecreasing function of α and

dimHX∞ = dimHΛ.

In addition dimHXα can be described as a supremum over the di-
mension of Xα restricted to hyperbolic subsets.

Theorem 2. Under assumptions of Theorem 1, for any α ∈ (αmin, αmax)
we have that

dimHXα = sup
B∈H0

dimH(B ∩Xα) = sup
µ∈MH(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α

}
.
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Consider the family of potentials ψa = aψ + b(a)φ, where b(a) is
the unique number for which P (ψa) = 0. Like in the hyperbolic case,
the local dimension spectrum can be written as the Lagrange-Fenchel
transform of the function b.

Theorem 3. Under the assumptions of Theorem 1, for every α ∈
(αmin, αmax) we have that

(1) dimHXα = infa{b(a)α− a}.
(2) There exists a ∈ R and µa ∈ Mσ(ΣA) such that µa is an equi-

librium state for ψa, −
∫
φdµa/λ(µa) = α and

dimHXα =
h(µα, σ)

λ(µα)
.

(3) The function α→ dimHXα is concave on [αmin, αmax] \ {∞}.

Let us add some remarks, comparing our results for parabolic maps
with the usual behaviour of expanding maps. Since the space of invari-
ant measures is closed under the weak* topology and the entropy is up-
per semi-continuous, the supremum in Theorem 1 is always achieved.
However, in contrast to the uniformly hyperbolic situation, this is
not always the case with Theorem 2. Indeed, consider a Manneville-
Pomeau map for which an absolutely continuous, invariant, probability
measure ν0 exists. Let φ ≡ − log 2. In this situation the Hausdorff di-
mension of Xα equals the Hausdorff dimension of the set of points for
which the Lyapunov exponent equals log 2/α (compare Theorem 2 with
[6]). If we let α > α0 = log 2/λ(ν0) then we can deduce from the results
in [6] that dimHXα = 1 . However, there cannot exist any hyperbolic
sets of dimension 1 (see [5] ), thus neither of the suprema in Theorem
2 is achieved.

Moreover, note that the supremum in Theorem 1 is not necessarily
achieved among ergodic measures (i.e. dropping the uniform hyper-
bolicity assumption from Theorem 2). Indeed, in the example above
ν0 is the unique ergodic measure of dimension 1 ([13]) and hence for
α > α0 the supremum in Theorem 1 cannot be obtained by an ergodic
measure. This is not a contradiction with Theorem 3 for the following
reason. For all a ≤ −1, corresponding to α ≥ α0, we have b(a) = 0
and the Dirac measure at the parabolic point δ0 is an ergodic equilib-
rium state. For a = −1 we have another ergodic equilibrium state, the
absolutely continuous measure ν0 µa = ν0, and all the linear combina-
tions of δ0 and ν0 will be (non-ergodic) equilibrium states too. For all
α > α0 the equilibrium state provided by Theorem 2 is one of those
linear combinations, hence it is invariant but not ergodic.
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For all the above results we only need the tempered distortion prop-
erty, which easily follows from our assumptions (see Lemma 1). How-
ever, to prove the last result of our paper we need something more.
We refer the reader to the second section of [21] where these additional
assumptions were first introduced, we only want to mention here that
whilst one can construct examples when they are not satisfied, they
hold for all the most important examples like the Manneville-Pomeau
map and the Farey map.

Theorem 4. Assume that T is C1+θ and our potential φ is Cθ for
some θ > 0 . We also assume that for every parabolic point ω of period
n |(T n)′| is monotone on sufficiently small one-sided neighbourhoods of
ω and that there exist constants L > 0 and 0 < β < θ

(1−θ) (or β ∈ R+

if T is C2) such that

L−1 ≤ lim inf
x→ω

||(T n)′(x)| − 1|
|x− ω|β

≤ lim sup
x→ω

||(T n)′(x)| − 1|
|x− ω|β

≤ L

Then the function α → dimHXα is real analytic on (αmin, αmax) with
exception of at most one point.

More precisely, this function is real analytic if and only if no SRB
measure exists, otherwise it is constant (equal to dimHΛ) for sufficiently
big α. We comment a bit more on this at the end of section 7.

Let us remark here that for the measure of maximal entropy its level
set for local dimension α coincides with the level set for Lyapunov
exponent h

α
. Hence, the piecewise analyticity of the local dimension

spectrum for the measure of maximal entropy implies piecewise ana-
lyticity of the Lyapunov spectrum. By applying the results from [6]
this implies the piecewise analyticity of P (t log |T ′|) (the only place
where the analyticity will fail is at the solution to P (t log |T ′|) = 0.)

The paper is structured as follows. In section 2 we prove some
preparatory lemmas relating the local dimension to the symbolic dy-
namics. Section 3 deals with the question of relating upper bounds for
Xα to invariant measures which is a key ingredient for the upper bound
in part 3 of Theorem 1 and the upper bound in Theorem 2. Section 4
contains the proof for Theorem 1. Theorems 2,3,4 are then proved in
sections 5,6 and 7 respectively.

2. Symbolic dynamics and local dimension

A key technique in the proof of Theorem 1 will be to relate cylinder
sets in the shift space to sets in I. We will denote

∆i1,...,in = spanΠ([i1, . . . , in]).
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We will also use the notation ∆n(i) = ∆i1...in . We will define Dn :
ΣA → R by

Dn(i) = diam(∆n(i)).

The tempered distortion property guarantees that in most cases 1
n

logDn(i)

is close to 1
n
Snψ(i).

Definition 1. We say that the tempered distortion holds for a potential
f : ΣA → R if there exists a decreasing sequence Kn(f) such that
limn→∞Kn(f) = 0 and for any
i ∈ ΣA we have

sup{Snf(i)− Snf(j) : i, j ∈ [i1, . . . , in]} ≤ nKn(f).

It is clear that by compactedness any continuous potential on ΣA will
satisfy this property. The following important property (which allowed
us, among other things, to put a symbolic coding on Λ, as defined in
the previous section) is the statement of Lemma 2.1 in [21].

lim
n→∞

max
i∈ΣA

Dn(i) = 0.

This Lemma has some additional assumptions however the proof of the
Lemma clearly still works in the current setting. The following lemma
is an immediate consequence.

Lemma 1. For any sequence i ∈ ΣA the distortion of the map T n

restricted to ∆n(i) is bounded by enKn(ψ), independently of i. In partic-
ular,

e−nKn(ψ) ≤ Dn(i)e
Snψ(i) ≤ enKn(ψ).

We will denote

ρn = max(kn, Kn(φ), Kn(ψ)).

We now consider how close x can be to the endpoints of cylinders.
For a sequence i ∈ ΣA we will define by Zn(i) the distance between
Π(i) and the endpoints of the nth level cylinder it lies in, i.e.

Zn(i) = d(Π(i), ∂(∆n(i))).

Let
E = {i ∈ Σ : ∃N ∈ N such that for n ≥ N Zn(i) = 0}

and note that this is a countable set which contains all the points where
the map Π is not bijective.

Lemma 2. There exists K > 0 such that for any i ∈ ΣA\E for infin-
itely many n ∈ N

Zn(i)

Dn(i)
enρn ≥ K.
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Proof. Let j1j2 and j3j4 be the symbolic expansions of the leftmost and
rightmost second level cylinders in I. We note that for i /∈ E there will
be infinitely many n for which σni will start with a sequence other than
j1j2 or j3j4, that is,

Π(i) ∈ ∆i1,...,in \ (∆i1,...,inj1j2 ∪∆i1,...,inj3j4)

The triple (∆i1,...,in ,∆i1,...,inj1j2 ,∆i1,...,inj3j4) gets mapped onto (∆∅,∆j1j2 ,∆j3j4)
by the map T n. The result then follows from Lemma 1. �

We now show that for typical points with respect to an ergodic mea-
sure with positive entropy we have an even stronger result.

Lemma 3. Let µ ∈ Mσ(ΣA) be ergodic and satisfy h(µ, σ) > 0. We
have that for µ almost all i

lim
n→∞

1

n
log

(
Zn(i)

Dn(i)

)
= 0.

Proof. Fix such an ergodic measure µ. For i ∈ ΣA let

kn(i) = max
k
{in+1 = in, . . . , in+k = in}.

Define f : ΣA → Rp by f(i) = ei1 (the i1th unit vector in Rp) and note
that by the Birkhoff Ergodic Theorem for µ almost all i

(2.1) lim
n→∞

Snf(i)

n
=

∫
fdµ

and since h(µ) > 0 we have
∫
fdµ ∈ [0, 1)p. However,

Sn+kn(i)f(i) = Snf(i) + kn(i)ein .

Thus, for the limit in (2.1) to exist, we must have kn(i) = o(n). The
result now follows by tempered distortion and the fact that (because
of boundedness of |T ′|)

max
i∈ΣA

− logDn(i) = O(n).

�

3. Covers of Xα and invariant measures

In this section we relate covers of the sets Xα to certain invariant
measures. This will allow us to show that

dimHXα ≤ sup
µ∈M(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α

}
which gives the upper bound for part 3 of Theorem 1. These results
we also be needed to prove Theorem 2. We start by giving a simple
result relating σn invariant measures to σ-invariant measures.
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Lemma 4. Let µ ∈ Mσn(ΣA). We can find an invariant measure
m ∈Mσ(ΣA) such that

(1) h(m,σ) = h(µ,σn)
n

(2) λ(m,σ) =
∫
Snψdµ

n

(3)
∫
φdm =

∫
Snφdµ

n

and if µ is ergodic with respect to σn then m is ergodic with respect to
σ.

Proof. Let m = 1
n

∑n−1
i=0 µ ◦ σ−i. Property (1) follows from Abramov’s

formula and properties (2) and (3) are straightforward calculations. �

To find good covers of Xα it is helpful to relate Xα to sets defined
by the behaviour of the ergodic ratio of ψ and φ. If we fix α ∈ R then
we can use the results in the previous section to obtain the following
lemma.

Lemma 5. If i ∈ ΣA\E, Πi = x and x ∈ Xα then

lim inf
n→∞

−Snφ(i)

Snψ(i)
= α.

Proof. We combine Lemma 2 and the tempered distortion property to
see that there exists a subsequence {nm}m∈N such that for each m ∈ N

B(x,K−1e−2nmρnm−Snmψ(i)) ⊆ ∆n(i).

Thus for ε > 0 and m sufficiently large we have that

ν(∆nm(i)) ≥ ν(B(x,K−1e−2nmρnm−Snmψ(i)))

≥ (K−1e−2nmρnm−Snmψ(i))α+ε.

At the same time,

ν(∆nm(i)) ≤ Kenmρnm+Snmφ(i).

Note that − 1
n
Snφ is uniformly bounded away from zero. This implies

that 1
n
Snψ(i) is bounded away from zero as well, dominating ρn. Hence,

eSnmφ(i) ≥ K−α−ε−1e−(2α+2ε+1)nmρnm · e−(α+ε)Snmψ(i)

proves the inequality in one direction. The other direction follows from

B(x,Kenρn−Snψ(i)) ⊇ ∆n(i)

(it holds for all n by the tempered distortion property) in a similar
way. �
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So if we let

Yα =

{
i ∈ ΣA : lim inf

n→∞
−Snφ(i)

Snψ(i)
= α

}
then we can deduce that

dimHXα ≤ dimHΠYα.

To obtain the upper bound for Theorem 1 we will calculate an upper
bound for the dimension of ΠYα. Let

Yα,ε =

{
i ∈ ΣA : α− ε ≤ −Snφ(i)

Snψ(i)
≤ α+ ε for infinitely many n ∈ N

}
.

Let

Yn,α,ε =

{
[i1, . . . , in] : ∃i ∈ [i1, . . . , in] with

(
−Snφ(i)

Snψ(i)

)
∈ (α− ε, α+ ε)

}
and note that for all N ∈ N we have ∪n≥NYn,α,ε ⊇ Yα,ε. We now define
sn to satisfy

(3.1)
∑

[i1,...,in]∈Yn,α,ε

(Dn(̃i))
sn = 1

where ĩ denotes some element of the cylinder [i1, . . . , in] ∈ Yn,α,ε. Let

s = lim sup
n→∞

sn.

As − 1
n
Snφ is uniformly bounded away from zero, for all cylinders

[i1, . . . , in] ∈ Yn,α,ε we have − 1
n

logDn(i) also bounded away from zero
for i ∈ [i1, . . . , in]. It is thus clear that for any δ > 0 there exists N > 0
such that

(3.2)
∑
n>N

∑
Yn,α,ε

(Dn(̃i))
s+δ < 1.

Consider now for increasing N the unions
⋃
n>N Yn,α,ε, each of them

forms a covering for ΠYα,ε. By (3.2), it follows that

dimHΠYα,ε ≤ s.

We now want to relate this value s to the entropy and Lyapunov
exponent of an invariant measure. To do this we introduce a class of
measures which will not be σ-invariant but will be σm invariant for
some m. Let

Cn = {[i1, . . . , in] : [i1, . . . , in] ∩ ΣA 6= ∅}
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and q : Cn → [0, 1] satisfy
∑

[i1,...,in]∈Cn
q(Cn) = 1. Let k(n) be the

smallest integer such that for any in, jn ∈ Cn there exists ω(i, j) ∈ Ck
such that

[i1, . . . , in, ω1, . . . , ωk, j1, . . . , jn] ∩ ΣA 6= ∅
and

inf{exp(Sn+kψ(i) : i ∈ [i1, . . . , in, ω1, . . . , ωk])} > 1.

We can then use our function q to define a σn+k invariant measure µq.
We define the measure on cylinders of level ln+ (l − 1)k by setting

µq([i
n
1ω(in1 , i

n
2 )in2 · · ·ω(inl−1, i

n
l ), i

n
l ]) =

l∏
m=1

q(inm)

and the measure of all cylinders of level ln + (l − 1)k not of this form
to be 0. We will write the space of all such measures as Mn(ΣA). The
following Lemma describes the behaviour of these measures.

Lemma 6. The family of measures Mn(ΣA) satisfies the following:

(1) If µq ∈Mn(ΣA) then µq is σn+k-invariant and ergodic.
(2) For µq ∈Mn(ΣA) we have that

h(µq, σ
n+k) = −

∑
[i1,...,in]∈Cn

q(i1, . . . , in) log q(i1, . . . , in)

with the usual convention 0 log 0 = 0.
(3) For any µq ∈ Mn(ΣA) the set Π(supp µq) will not contain any

parabolic points. In particular the measure νq =
(

1
n+k

∑n+k−1
i=0 µq ◦ σ−i

)
◦

Π−1 will be uniformly hyperbolic.
(4) The measures µq ∈ Mn(ΣA) vary continuously, with q, in the

weak* topology.
(5) We have∣∣∣∣∣∣

∫
1

n+ k
Sn+kψdµq −

1

n

∑
in∈Cn

q(in)Snψ(i)

∣∣∣∣∣∣ ≤ kL

n+ k
+ ρn

and∣∣∣∣∣∣
∫

1

n+ k
Sn+kφdµq −

1

n

∑
in∈Cn

q(in)Snφ(i)

∣∣∣∣∣∣ ≤ kL

n+ k
+ ρn

where i is an arbitrary point from [in] and L = max(sup |φ|, supψ).
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Proof. Let n ∈ N and q be a function defining a measure, µq, in
Mn(ΣA). This measure is going to be defined as a σn invariant Bernoulli
measure, that is, we take a Bernoulli measure defined on ({1, . . . , p}n)N

(defined by describing its values on each cylinder [i1, . . . , in]) and then
transport this measure to Σ by the usual identification. We set ηq by

ηq([i1, . . . , in]) = q([i1, . . . , in]) if [i1, . . . , in] ∩ ΣA 6= ∅

and

ηq([i1, . . . , in]) = 0 if [i1, . . . , in] ∩ ΣA = ∅.
We can build a map, γ : suppµq → Σ by

γ(in1ω(in1 , i
n
2 )in2 · · ·ω(inl−1, i

n
l )i

n
l · · · ) = in1 i

n
2 · · · , inl · · ·

which maps µq onto ηq. In fact this is an isomorphism of the dynamical
systems (Σ, σn+k, µq) and (Σ, σn, ηq). Parts 1 and 2 follow immediately.
Part 3 follows from the definition of ω. Part 4 follows from the definition
of γ and the weak* continuity of Bernoulli measures with respect to
the generating vector.

To see part 5 we note that∣∣∣∣∣∣
∫

1

n
Snψdµq −

1

n

∑
in∈Cn

q(in)Snψ(i)

∣∣∣∣∣∣ ≤ ρn

and ∣∣∣∣∣∣
∫

1

n
Snφdµq −

1

n

∑
in∈Cn

q(in)Snφ(i)

∣∣∣∣∣∣ ≤ ρn

follow from tempered distortion. The assertion now follows by direct
calculation. �

The importance of this family of measures is that certain measures
in this family can be related to s, the upper bound for dimHXα.

Lemma 7. We can find a sequence of measures µn ∈ Mn(ΣA) such
that

α− ε ≤ lim inf
n→∞

−
∫
Snφdµn∫
Snψdµn

≤ lim sup
n→∞

−
∫
Snφdµn∫
Snψdµn

≤ α+ ε,

and

lim
n→∞

(
h(µn, σ

n+k)∫
Snψdµn

− sn

)
= 0.

Those measures are generated with q supported in Yn,α,ε.
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Proof. Given in ∈ Cn, we let q(in) = (Dn(i))
sn if in ∈ Yn,α,ε and q(in) =

0 otherwise. We consider the corresponding measure µq ∈ Mn. Let
us estimate the relevant parameters for the measure µq. As 1

n
Snφ is

bounded away from zero, the definition of Yn,α,ε implies that 1
n
Snψ is

bounded away from zero as well, hence by Lemma 6, statement 5

α− ε− o(1) ≤ −
∫
Sn+kφdµq∫
Sn+kψdµq

≤ α+ ε+ o(1),

hence

(3.3) α− ε− o(1)−O(1/n) ≤ −
∫
Snφdµq∫
Snψdµq

≤ α+ ε+ o(1) +O(1/n),

which proves the first part of the assertion. We also have that

h(µq, σ
n+k) = −sn

∑
in∈Yn,α,ε

(Dn(i
n))sn logDn(i

n).

On the other hand, by combining Lemma 1 and Lemma 6 statement
5 we can deduce that
(3.4)∣∣∣∣∣∣
∫

1

n
Snψdµq +

1

n

∑
in∈Yn,α,ε

(Dn(i
n))sn logDn(i

n)

∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
∫
ψdµq −

1

n

∑
in∈Yn,α,ε

q(in)Snψ(i)

∣∣∣∣∣∣+ρn → 0.

As the left hand side of (3.4) is a difference of two terms, the first of
which is bounded away from zero by (3.3), the second term is bounded
as well. The second part of assertion follows. �

By combining this lemma with Lemma 4 we get an immediate corol-
lary.

Corollary 1. We can find a sequence of ergodic measures µn ∈Mσ(ΣA)
such that

α− ε ≤ lim
n→∞

−
∫
φdµn
λ(µn)

≤ α+ ε

and

lim sup
n→∞

h(µn, σ)∫
ψdµn

≥ s.

Moreover these measures are uniformly hyperbolic.

Proof. We consider µq ∈ Mn(ΣA) and choose a subsequence for which
the limit of

∫
φdµqi/

∫
ψdµqi exists. By Lemma 4 we can find an ergodic

measure µ̃ ∈ Mσ(ΣA) such that h(µ̃) = 1
n+k

h(µq, σ
n+k),

∫
ψdµ̃ =
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1
n+k

∫
Sn+kψdµq and

∫
φdµ̃ = 1

n+k

∫
Sn+kφdµq. Since k is independent

of n the result easily follows from Lemma 7. �

In the proof of Theorem 2 we will need the sequence sm to be con-
vergent. This can be deduced from Lemma 7.

Corollary 2. In the above construction we have that s = lim supn→∞ sn =
limn→∞ sn. In other words the sequence sn is convergent.

Proof. Consider the measure νn = µn ◦ Π−1, where µn is defined in
Corollary 1. As it is ergodic, its Hausdorff dimension equals its local
dimension at a typical point. By Lemma 3 at a typical point its local di-
mension is equal to its symbolic local dimension lim log νn(∆n(i))/ logDn(i).
By Birkhoff Ergodic Theorem, there exists some N such that for all
m > N the m-th level cylinders [i1, . . . , im] for which

Dm(i)dimHνn−ε > µn([i1, . . . , im])

have total measure µn greater than 2/3.
As µn is ergodic, for µn-almost every i [i1, . . . , im] ∈ Ym,α,2ε for m big

enough. This implies that there exists N such that for all m > N the
cylinders from Ym,α,2ε have total measure µn greater than 2/3.

Combining those two statements, we see that for all m big enough

(3.5)
∑

[i1,...,im]∈Ym,α,2ε

(Dm(i))dimHνn−ε > 1/3.

Since the diameters of the cylinders from Ym,α,2ε are exponentially small
(3.5) implies that

sm ≥ dimHνn − ε−O(1/m)

for all sufficiently big m. At the same time, by [8]

dimHνn =
h(µn, σ)∫
ψdµn

which, by Corollary 1, can be chosen arbitrarily close to s. �

4. Proof of Theorem 1

The first statement follows immediately from Corollary 1. The sec-
ond and fourth statements are going to be obtained in the course of
the proof of the main, third statement. We will first prove the easy
upper bound.



LOCAL DIMENSION FOR NON-UNIFORMLY EXPANDING MAPS 15

It follows immediately from Corollary 1 that for any ε > 0

dimHΠYα ≤ sup
MH(ΣA)

{
h(µ, σ)

λ(µ)
: α− ε ≤ −

∫
φdµ

λ(µ)
≤ α+ ε and λ(µ) > 0

}
.

Note that since MH(ΣA) ⊂ Mσ(ΣA) we also have the same inequality
if the supremum is taken over all invariant measures,

dimHΠYα ≤ sup
Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: α− ε ≤ −

∫
φdµ

λ(µ)
≤ α+ ε and λ(µ) > 0

}
.

To complete the proof of the upper bound we need to show the
supremum over invariant measures

sup
µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α and λ(µ) > 0

}
varies continuously with α.

The supremum is an upper semi-continuous function of α because of
the upper semi-continuity of entropy (see Theorem 8.2 in [22]) and
the continuity of the Lyapunov exponent. We now fix α < β ∈
[αmin, αmax]\{∞} and let µα, µβ ∈ Mσ(ΣA) satisfy that −

∫
φdµα

λ(µα)
= α,

−
∫
φdµβ

λ(µβ)
= β, h(µα,σ)

λ(µα)
= dimHXα and

h(µβ ,σ)

λ(µβ)
= dimHXβ (those measures

exist because α < β < ∞ implies λ(µα), λ(µβ) ≥ c(β) > 0). To show
that the function is right lower semi-continuous at α and left lower
semi-continuous at β we simply consider convex combinations of µα
and µβ.

We now turn to the lower bound. Initially we will prove the lower
bound in the case where there exist hyperbolic measures with dimen-
sion arbitrarily close to that of Λ. To complete the proof we will then
need to show that dimHX∞ = dimHΛ still holds in the case when such
hyperbolic measures are not known to exist. Note that if T is C1+θ

then such measures always exist and that it is unknown whether this
is the case if T is merely C1.

We begin with the following lemma:

Lemma 8. Let i ∈ ΣA\E, x = Πi and α ∈ R ∪ {∞}. If

lim
n→∞

−Snφ(i)

Snψ(i)
= α

and

(4.1) lim
n→∞

1

n
log

(
Zn(i)

Dn(i)

)
= 0
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then

lim
r→0

log ν(B(x, r))

log r
= α.

Proof. Let i ∈ ΣA\E satisfy the hypothesis in the Lemma with α finite
and let x = Πi. Fix ε, r > 0 and choose n such that

Dn(i) < r ≤ Dn−1(i).

It follows that
B(x, r) ⊃ ∆n(i)

and if r is chosen to be sufficiently small then

ν(B(x, r)) ≥ (Dn−1(i))
α+ε.

Furthermore, by property (4.1) for r small enough

B(x, r1+ε) ⊂ ∆n(i)

and hence
ν(B(x, r1+ε)) ≤ (Dn(i))

α−ε ≤ rα−ε.

Since ε can be chosen to be arbitrarily small, it follows that

lim
r→0

log ν(B(x, r))

log r
= α.

For α = ∞ we fix ε, r > 0 and choose n in the same way. For any
β > 0 if r is sufficiently small then we have

ν(B(x, r1+ε)) ≤ ν̃([i1, . . . , in])

≤ (Dn(i))
β ≤ rβ

and the result follows. �

By Lemma 3, the assumptions of Lemma 8 are satisfied for almost
all points for any ergodic measure µ on ΣA, with

α = −
∫
φdµ

λ(µ)
.

Thus, almost all points for measure µ ◦Π−1 will belong to Xα, and by
[8] the Hausdorff dimension of this set is h(µ, σ)/λ(µ). Hence,

(4.2) dimHXα ≥ sup

{
h(µ, σ)

λ(µ)
: µ ergodic,−

∫
φdµ

λ(µ)
= α

}
.

However, what we need to prove is the lower bound given by supre-
mum over all invariant measures, not only ergodic measures in (4.2).
The first case is α ∈ {αmin, αmax}, and we will prove that for such α
suprema over ergodic measures and over invariant measures are equal.
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For α = αmin we consider any invariant measure µ such that

−
∫
φdµ∫
ψdµ

= αmin.

For any measure µi in the ergodic decomposition of µ it follows that

−
∫
φdµi∫
ψdµi

= αmin

since otherwise there would exist an ergodic measure contradicting the
definition of αmin. Moreover at least one measure in the ergodic de-

composition must satisfy h(µi,σ)
λ(µi)

≥ h(µ,σ)
λ(µ)

. This completes the proof of

the lower bound for α = αmin.
As the same proof works for α = αmax < ∞, there are two cases

left: α ∈ (αmin, αmax) and α = αmax = ∞. This time we will not be
able to find a good measure for the given α, but we will find them
for some close α. In fact, the measures we are going to find will be
Gibbs measures, hence in particular ergodic. We will then use them to
construct certain big set and then prove that it is contained in Xα. The
beginning parts of the proofs differ in both cases but the subsequent
argument is the same.

Let µ be an invariant measure satisfying−
∫
φdµ/λ(µ) = α ∈ (αmin,∞).

By Lemma 4.2 from [15], there exists a sequence of Gibbs measures µi
weakly converging to µ, such that h(µi, σ) → h(µ, σ). Note these are
not just weak Gibbs measures but Gibbs measures in the usual sense
and thus ergodic. The weak convergence implies the convergence of

∫
φ

and of λ which means that h(µi, σ)/λ(µi) → h(µ, σ)/λ(µ) and so the
Hausdorff dimension of the measures µi ◦ Π−1 converges to this limit.

In the case where α = ∞ we will let

η = sup
µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: λ(µ) > 0

}
.

Our initial goal here will be to prove that dimHX∞ ≥ η. By lemma 4.2
from [15] it follows that for any ε > 0 we can find an ergodic measure
µ1 such that dimHµ1 ≥ η− ε. If we take a parabolic invariant measure
µ2 and consider invariant measures of the form qµ1 + (1 − q)µ2 for
0 < q < 1 then it is clear that

h(qµ1 + (1− q)µ2, σ)

λ(qµ1 + (1− q)µ2)
=
h(µ1, σ)

λ(µ1)

and that limq→0 λ(qµ1 + (1 − q)µ2) = 0. Thus again applying Lemma
4.2 from [15] to these measures we get a sequence of Gibbs measures
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µj such that

lim
j→∞

h(µj, σ)

λ(µj)
≥ η − ε

and

lim
j→∞

−
∫
φdµj
λ(µj)

= ∞.

Hence, in both cases we have a sequence of Gibbs measures µi for
which −

∫
φdµi/λ(µi) → α and we want to prove that

dimHXα ≥ lim inf
h(µi, σ)

λ(µi)
.

The aim will be to construct a (non-invariant) measure µ̃ such that
limn→∞

1
n
Snφ(i) = limn→∞

∫
φdµn, limn→∞

1
n
Snψ(i) = limn→∞ λ(µn)

for µ̃-almost all i, dimH µ̃ ≥ limn→∞ dimHµn and the statement of
Lemma 3 is satisfied. Here we assume (by restricting to a subsequence
of {µn} if necessary) that the limits of

∫
φdµn,

∫
ψdµn exist. The

measure µ̃ will be constructed using the approach from section 5 of [6].
Let {mi} be an increasing sequence of integers, m0 = 0. We will de-

fine a new measure µ̃ (w-measure in the terminology of [6]) inductively:
µ̃(Λ) = 1 and

µ̃(∆imijmi+1−mi ) = ci+1(i
mi)µ̃(∆imi )Π∗µi+1(∆jmi+1−mi )

where ci+1(i
mi) are normalizing constants. In other words, this mea-

sure is concentrated on points whose trajectory for some time m1 is
distributed according to measure µ1, then for time (m2 − m1) it is
distributed according to µ2 and so on.

The properties of measures of this type were checked in [6]. First, as
proved in [6], Proposition 9, the Hausdorff dimension of µ is not smaller
than the lower limit of Hausdorff dimensions of µi provided that mi

grow quickly enough. Furthermore, there exists a sequence {Ki} with
each Ki depending only on µi such that for each m ∈ (mi,mi+1)

(4.3) K−1
i+1 ≤

µ̃(∆imijm−mi )

µ̃(∆imi )µi+1(∆jm−mi )
≤ Ki+1.

An immediate consequence of (4.3) is that for any bounded potential
(in particular, φ or ψ), if mi grows quickly enough then its Cesaro
average at a µ̃ typical point is equal to lim

∫
φdµi (see Proposition 9 in

[6] again). In our setting this means that,

(4.4)
Snφ(i)

Snψ(i)
→ α

µ̃-almost everywhere.
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To finish we need to use this to prove that µ̃(Xα) = 1 which we will
do by showing the statement of Lemma 3 is valid for µ̃ which will allow
us to apply Lemma 8. Indeed, all the µi satisfy Lemma 3. Hence, for
every ε there exists a sequence {Ci}i∈N such that

µi({j ∈ ΣA : ∃k where Zk(j) < CiDk(i)e
−kε}) < K−1

i+1 · 2−i.

Due to (4.3), this implies that for every i and imi , inside every cylinder
[i1, . . . , imi

] the relative µ̃ measure of points j for which there exists
k ∈ (mi,mi+1] such that

(4.5) Zk(j) < Ci+1Dk(j)e
−kε

is not greater than 2−i−1. By the Borel-Cantelli Lemma, (4.5) is satis-
fied only finitely many times for µ̃-almost any j.

Note here that Dk(j) is decreasing exponentially fast with k for µi-
almost every j (but the rate depends on i). Thus, if we choose {mi}
to be increasing quickly enough, we will get

lim inf
k→∞

1

k
log

(
Zk(j)

Dk(j)

)
≥ −2ε

µ̃-almost everywhere. As this holds for any ε > 0 we know that

lim
k→∞

1

k
log

(
Zk(j)

Dk(j)

)
= 0

and so we can use Lemma 8 to deduce that µ̃(Xα) = 1. We have shown
that for α ∈ (αmin, αmax) we have that

dimHXα ≥ sup
µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α and λ(µ) > 0

}
and if αmax = ∞ then

dimHX∞ ≥ η.

To complete the proof of the lower bound we now need to address the
possible case, where η < dimHΛ.

We start by looking at the local Lyapunov exponents of points. Let

Z =

{
i : lim sup

n→∞

Snψ(i)

n
= 0

}
Lemma 9. We have that

dimH(Λ \ ΠZ) ≤ η

and thus if η < dimHΛ then

dimHΠZ = dimHΛ.
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Proof. The first part of this Lemma can easily be deduced from the
previous section: the argument estimating the dimension of ΠYα also
shows that
(4.6)

dimH

⋃
α∈(q1,q2)

ΠYα ≤ sup
µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: q1 − ε ≤ −

∫
φdµ

λ(µ)
≤ q2 + ε and λ(µ) > 0

}
.

The second part then follows immediately. �

We now look at points which may have zero local Lyapunov exponent
but not have infinite local dimension. Let

Lβ = Π
{
i ∈ Z : Zn(i) ≤ e−nβ infinitely often

}
.

It is clear that if i ∈ Z but Π(i) /∈ Lβ for any β then Π(i) ∈ X∞. Thus
to complete the proof it suffices to show that dimHLβ is bounded away
from dimHΛ for all β > 0.

Lemma 10. For any β > 0 we have that dimHLβ = 0.

Proof. Fix δ > 0 and let N0 be large enough such that ρn < δ for
n ≥ N0. Given n ≥ N0 let

Cn = {[i1, . . . , in] : ∃i ∈ [i1, . . . , in] where Snψ(i) ≤ δn}.

It follows that the diameter of the projection of each cylinder in Cn is
at least e−2δn and so there can be at most e2δn cylinders in the set Cn.
Furthermore we have that

Z ⊂
⋂

N>N0

⋃
n≥N

⋃
I∈Cn

ΠI.

Given I ∈ Cn, span ΠI = [x, y] let I− = [x, x + e−βn] and I+ =
[y − e−βn, y]. We have

Lβ ⊂
⋂

N>N0

⋃
n≥N

⋃
I∈Cn

(I− ∪ I+).

The union
⋃
I∈Cn

(I− ∪ I+) has at most 2e2δn intervals of length e−βn

each. Hence,

H
2δ
β

+ε

e−βn (Lβ) ≤ 2
∑
n≥N

∑
I∈Cn

e−n(
2δβ
β )e−nβε ≤ 2

∑
n≥N

e−nβε,

where Hs
ε denotes the approximation of s-dimensional Hausdorff mea-

sure using ε-covers, and thus dimHLβ ≤ 2δ
β

. Since δ was chosen arbi-

trarily the proof is complete. �
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It immediately follows that dimHX∞ = dimHΛ.
To complete the proof of part 4 of the theorem we need to show that

dimHXα is nondecreasing in the presence of parabolic points. Let ν0 be
a Dirac measure on a parabolic orbit. Then for any invariant measure
µ measure νt = tµ+ (1− t)ν0 is also invariant and satisfies

h(nut, σ)

λ(νt)
=
h(µ, σ)

λ(µ)
.

Furthermore

−
∫
φdνt∫
ψdνt

= −
∫
φdµ∫
ψdµ

− 1− t

t

∫
φdν0∫
ψdµ

and the right hand side can take any value between −
∫
φdµ∫
ψdµ

and ∞.

The statement follows.

5. Proof of Theorem 2

We only need to prove that

dimHXα ≤ sup
µ∈MH(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α

}
since the opposite inequality follows from (4.2). For any α ∈ (αmin,∞)
we choose ε < (α− αmin)/3. By Lemma 7, Theorem 1 and Corollary 2
we know that for n sufficiently large there exists measures µq0,n, µq1,n ∈
Mn(ΣA) with q0, q1 of disjoint supports such that

−
∫
Sn+kφdµq1,n∫
Sn+kψdµq1,n

∈ (α, α+ 2ε)

h(µq1,n, σ
n+k)∫

Sn+kψdµq1,n
≥ dimHXα+ε − ε

and

−
∫
Sn+kφdµq0,n∫
Sn+kψdµq0,n

∈ (α− 2ε, α)

h(µq0,n, σ
n+k)∫

Sn+kψdµq0,n
≥ dimHXα−ε − ε.

For 0 ≤ t ≤ 1 we can define qt = tq1 + (1 − t)q0 and consider the
measures µqt,n ∈ Mn(ΣA). From the properties of Mn(ΣA) (Lemma 6
statement 4) it is clear that

−
∫
Sn+kφdµqt,n∫
Sn+kψdµqt,n
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will vary continuously with t. Thus there will be a t0 such that

−
∫
Sn+kφdµqt0,n∫
Sn+kψdµqt0,n

= α.

As q0 and q1 have disjoint supports it follows from the second part
of Lemma 6 that

h(µqt,n, σ
n+k) = th(µq1,n, σ

n+k) + (1− t)h(µq0,n, σ
n+k)− t log t− (1− t) log(1− t)

≥ th(µq1,n, σ
n+k) + (1− t)h(µq0,n, σ

n+k).

At the same time,the fifth part of Lemma 6 implies that∣∣∣∣∫ 1

n+ k
Sn+kψdµqt,n − t

∫
1

n+ k
Sn+kψdµq1,n − (1− t)

∫
1

n+ k
Sn+kψdµq0,n

∣∣∣∣
<

2kL

n+ k
+ 2ρn.

Hence

lim sup
n→∞

(
inf

t∈(0,1)

h(µqt,n, σ
n+k)∫

Sn+kψdµqt,n
−min

(
h(µq1 , σ

n+k)∫
Sn+kψdµq1,n

,
h(µq0,n, σ

n+k)∫
Sn+kψdµq0,n

))
≥ 0.

The result now follows by using the continuity of dimHXα and applying
Lemma 4, like in Corollary 1.

6. Proof of Theorem 3

Points 1) and 2) of Theorem 3 are an immediate consequence of the
following lemmas.

Lemma 11. Let µα be an equilibrium state for the potential ψa and let

α = −
∫
φdµα
λ(µα)

.

We then have that

h(µα)

λ(µα)
= sup

µ∈Mσ(ΣA)

{
h(µ, σ)

λ(µ)
: −

∫
φdµ

λ(µ)
= α

}
= b(a)α− a.

Proof. We are going to compare h/λ for µα and for any other invari-
ant measure µ with −

∫
φdµ/λ(µ) = α. As α is finite, λ(µ) must be

positive. By the variational principle we have that

0 = P (ψa) = h(µα, σ) +

∫
ψadµα ≥ h(µ, σ) +

∫
ψadµ.

Dividing by λ(µα) or by λ(µ), we get

0 =
h(µα, σ)

λ(µα)
+ a− b(a)α
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and

0 ≥ h(µ, σ)

λ(µ)
+ a− b(a)α

from which the assertion follows. �

Lemma 12. For any α ∈ (αmin,∞) there exists some measure µα,
which is an equilibrium state for ψa for some a ∈ R, such that

−
∫
φdµα
λ(µα)

= α.

Proof. As
∫
φdµ/λ(µ) is a continuous function of µ (in the weak* topol-

ogy), we only need to check that there exist such measures µα for α
arbitrarily close to αmin or αmax.

Let us first describe b(a). We will let

s = sup{t : P (tψ) = 0}.
If T has parabolic points, P (aψ) ≥ 0 for any a ∈ R and so b(a) is
never negative. For a ≤ s we have that b(a) = 0, otherwise it is strictly
positive. On the other hand, b(a) can be arbitrarily big since

b(a) ≥ P (aψ)

− infi φ(i)

and so b(a) →∞ as a→∞. If T does not have any parabolic points,
b(a) ranges from −∞ to ∞.

Let µa be an equilibrium state for ψa and µ be any invariant measure.
Denote

α = −
∫
φdµ

λ(µ)

and

αa = −
∫
φdµa
λ(µa)

.

By the variational principle we have

0 = h(µa, σ) +

∫
ψadµa ≥ h(µ, σ) +

∫
ψadµ.

Dividing by λ(µa) or by λ(µ) and subtracting, we get

0 ≥ b(a)(αa − α) +
h(µ, σ)

λ(µ)
− h(µa, σ)

λ(µa)
.

The last summand on the right hand side is bounded by 1, the second
summand is positive. Hence,

αa ≤ α+
1

b(a)



24 THOMAS JORDAN AND MICHA L RAMS

As α can be chosen to be arbitrarily close to αmin (by the proper choice
of µ) and b(a) can be chosen to be arbitrarily big (by the proper choice
of a), this means that the corresponding αa can also be chosen arbi-
trarily close to αmin. Similar argument works for αmax if αmax <∞.

If αmax = ∞, for a small enough b(a) = 0 and the Dirac measure
at a parabolic orbit is the equilibrium state for ψa. Hence, among the
equilibrium states for the family {ψa} there will be some arbitrarily
close (in the weak* topology) to this Dirac measure. For them

∫
ψ is

arbitrarily small while −
∫
φ is bounded away from zero. Hence, the

ratio −
∫
φ/

∫
ψ is arbitrarily big. �

We proved point 1) of Theorem 3, stating that dimHXα is a Legendre-
Fenchel transformation of the (sometimes multivalued) function b−1(a).
The concavity of dimHXα follows by standard properties of the Legendre-
Fenchel transformation.

7. Proof of Theorem 4

In this section we assume the existence of parabolic periodic orbits.
To prove Theorem 4 we will construct an induced system (a hyperbolic
expanding map with infinitely many inverse branches) and apply results
known for such systems. We construct the induced countable state
system, T̄ : X̄ → X̄ for our parabolic system as in [7]. We define
the functions φ̄, ψ̄ as the induced potentials relating to ψ and φ. For
α ∈ [αmin,∞) we define the set

X̄α =

{
x ∈ X̄ : lim

n→∞

∑n−1
i=0 φ̄(T ix)∑n−1
i=0 ψ̄(T ix)

= α

}
.

It is immediately clear that

Xα ⊂ X̄α ⊂
⋃
β≤α

ΠYβ.

By (4.6) and monotonicity of dimHXα, it immediately follows that
dimHXα = dimHX̄α. In the case where there exists no SRB measure it
is shown in Theorem 7.4 of [7] that dimHX̄α varies analytically with α.
In the case where the SRB measure µ exists, Theorem 7.4 of [7] shows

that dimHX̄α varies analytically with α when α < −
∫
φdµ∫
ψdµ

. For α above

this value the function α→ dimHXα is constant and equal to dimHΛ.
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[12] M.Kesseböhmer and B. Stratmann, A multifractal analysis for Stern-Brocot
intervals, continued fractions and Diophantine growth rates., J. Reine Angew.
Math. 605 (2007), 133–163.

[13] F. Ledrappier, Some properties of absolutely continuous invariant measures on
an interval, Ergodic Theory Dynam, Systems 1 (1981), 77–93.

[14] K. Nakaishi, Multifractal formalism for some parabolic maps, Ergodic theory
and dynamical systems, 20 (2000), 843-857.

[15] L. Olsen, Multifractal analysis of divergence points of deformed measure theo-
retical Birkhoff averages, J. Math. Pures Appl. 82 (2003), 1591–1649.

[16] Y. Pesin, Dimension Theory in Dynamical Systems, Contemporary Views and
Applications, Chicago Lectures in Mathematics. University of Chicago Press,
Chicago 1997.

[17] Y. Pesin and H. Weiss, The multifractal analysis of Birkhoff averages and large
deviations, Global analysis of dynamical systems, 419–431, Inst. Phys., Bristol,
2001.

[18] D. Rand, The singularity spectrum f(α) for cookie-cutters, Ergodic Theory
Dynam. Systems 9 (1989), no. 3, 527–541.
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