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Abstract

We will prove the existence of a nontrivial homoclinic solution for
an autonomous second order Hamiltonian system ¢ + VV(q) = 0, where
g € R", a potential V: R®™ — R is of the form V(q) = —K(q) + W(q),
K and W are C'-maps, K satisfies the pinching condition, W grows at
a superquadratic rate, as |¢| — oo and W(q) = o(|q|*), as |¢| — 0. A
homoclinic solution will be obtained as a weak limit in the Sobolev space
WI’Q(]R7 R™) of a sequence of almost critical points. For this purpose,
we will apply a general minimax principle to the corresponding action
functional.
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solution, general minimax principle, superquadratic potential
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1 Introduction

This paper concerns the existence of homoclinic solutions for a certain class of
autonomous second order Hamiltonian systems. Let us consider

(1) G+VV(g) =

where ¢ € R™ and a potential V: R™ — R satisfies the following conditions:
(Hy) V(q) = —K(q) + W(q), where K, W: R® — R are C*-maps,

(H3) there are constants by, by > 0 such that for all ¢ € R"™,

bilg)? < K(q) < balq)?,

(Hs3) (¢, VK (q)) < 2K(q) for all ¢ € R",

(Ha) 2K(q) — (¢, VE(q)) = o(]g|?), as |g| — 0,

(Hs) VK is Lipschitzian in a neighbourhood of 0 € R™,
(He) VW(q) = o(lgl), as [q| — 0,
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(H7) there is a constant p > 2 such that for every ¢ € R™ \ {0},

0 < uWi(q) < (q,VW(q)).

Here and subsequently, (-,-): R™ x R™ — R denotes the standard inner product
in R” and |- |: R” — [0, 00) is the induced norm.

It is worth pointing out that if K: R® — R is a C%-map satisfying (Hs),
then (Hy) takes place. Let us also remark that (Hg) and (H7) imply

(2) W(q) = o(lg*), as |¢| — 0.
Moreover, from (H7) it follows that for ¢ # 0 a map given by
(0,00) 3 ¢ — W (¢ Hg)¢"

is nonincreasing. Hence the following inequalities hold

3) Wig) < W (|Z|) g 0 < g <1,
() Wig) > W (|g|) gl i g > 1.

By (H2) and (4) we get that a potential V' grows at a superquadratic rate, as
lg| — oo, ie.
Vi)
lq/?
Hamiltonian systems with superquadratic potentials were also considered by
V. Coti Zelati, I. Ekeland and E. Séré in [4], H. Hofer and K. Wysocki in [7],
V. Coti Zelati and P. Rabinowitz in [5], P. Rabinowitz and K. Tanaka in [14],
W. Omana and M. Willem in [11], Xiangjin Xu in [16].
It is easily seen that ¢ = 0 is a solution of (1). In this work we are interested
in the existence of nontrivial homoclinic solutions of (1) that emanate from 0
and terminate at 0, i.e.

— 00, as |q| — oo.

Jim g(t) = g(£00) = 0.

The existence of homoclinic orbits for first and second order Hamiltonian
systems has been studied by many authors and the literature on this subject is
vast (see [1,2,6,8,9,12,15]), but many questions are still open (see the survey [13]
by P. Rabinowitz). Finding homoclinic solutions in Hamiltonian systems can
be quite difficult. In the last 20 years, a great progress was made by applying
variational methods (see the survey [3] by T. Bartsch and A. Szulkin). For
instance, the authors of [4] studied a class of first order Hamiltonian systems
using a dual variational transformation and the Mountain Pass Theorem to
prove the existence of two distinct homoclinic solutions. P. Rabinowitz in [12]
examined a family of second order Hamiltonian systems applying the Mountain
Pass Theorem to get a sequence of subharmonic solutions and suitable estimates
to pass to a nontrivial limit which occurred to be a nontrivial homoclinic solution
(see also [2,8,9]).

The theorem which we shall prove is as follows.
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Theorem 1.1 If the assumptions (H1)—(H7) are satisfied then the Hamiltonian
system (1) possesses a nontrivial homoclinic solution go € W?(R,R") such that

O
This result is proved in Section 2 by studying the corresponding to (1) action
functional I: WH2(R,R") — R. Applying a general minimax principle (see
Theorem 2.3) we receive a sequence {gj }ren such that {I(qx)}ren is bounded
and I'(qx) — 0, as k — oo. We show that {q;}reny has a weakly convergent
subsequence and its weak limit is a desired homoclinic solution.

A general minimax principle which is a consequence of Ekeland’s variational
principle (see Theorem 4.1 in [10]) was also applied by P. Rabinowitz and K.
Tanaka in Section 5 of [14]. We are partially motivated by [14]. Their problem
is completely different from ours, but the proofs of the existence of almost
critical points are similar. However, there are some new tricks involved in this
manuscript. For example, to get a nontrivial homoclinic orbit before passing
to a weak limit with a sequence of almost critical points each element of this
sequence has to be appropriately shifted.

2 Proof of Theorem 1.1

The proof of Theorem 1.1 will be divided into a sequence of lemmas. Let E be
the Sobolev space W12(R, R") with the standard norm

lalle = (/oo (la(®)1 + la(t)[?) dt)

—00

1
2

We first recall two elementary inequalities concerning functions in F.

Fact 2.1 If ¢: R — R™ is a continuous mapping such that ¢ € L? (R,R™),
then for every t € R,

N

1

2

t+1
(5) la(t)] < V2 </t (la(s)1* +la(s)[?) d8>

O
The proof of Fact 2.1 can be found in [8]. (See Fact 2.8, p. 385.)
Fact 2.2 For each q € E,
(6) gl @y < V2lqlle-

O

Fact 2.2 is a direct consequence of the inequality (5).
Let I: E — R be given by

oo 1 .
o= [ [5a0P - viae] .
By (Hs) — (H7) it is obvious that I € C'(E,R). Moreover,

I'gw = /jo [(4(2),w(t)) = (VV(q(t)), w(t))] dt
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for all g,w € E and any critical point of I on E is a classical solution of (1)
with ¢(+00) = 0, as is easy to verify. In order to prove Theorem 1.1, we apply
a general minimax principle. Let us remind it.

Theorem 2.3 (see Theorem 4.3 in [10]) Let K be a compact metric space,
Ky C K a closed subset, X a Banach space and x € C(Ko, X). Let M be
a complete metric space given by

M:={g € C(K,X): g(s) = x(s) if s€ Ko}
with the usual distance. Let o € C*(X,R) and let us define

= ] f
°= juf, m el

€1 = max .
X(Ko)(p

If ¢ > ¢1 then for each € > 0 and for each h € M such that

<
max p(h(s)) < c+e

there exists v € X such that

c—e<p(v) < max o(h(s)),

dist(v, h(K)) < &2,

1
e’ (@)l x- < 2.

Set B
b1 := min{1, 2b, },

by 1= max{1,2by},

where by, by are the constants of the pinching condition (H3). By definition,
b1 S 1 S b2. From (HQ) we have

@ I 2 ghldE - [ W

for every ¢ € E. By (2), (6) and (7), we conclude that there are constants
«, o > 0 such that

(8) I(q) za, if |qlle = o

Take v € C§°(R,R™) such that |v(t)] =1 for |¢| < 1 and v(t) = 0 for [¢| > 2.
Set
m = inf{W(q): |q| = 1}.

From (4), for every ¢ € R such that |[£] > 1, we have
o] 1
| weoi = [ wie
—o0 —1

/11 W (éi&) |Ev(t)|“dt > 2m]||".

Y]
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Combining this with (Hz) we obtain
1_
I(&v) < 5hallvE — 2mlg]".

Since m > 0 and p > 2, for |¢| sufficiently large, I(£r) < 0. Consequently, there
exists @) € E such that

9) Qe >¢ and I(Q) <0=1I(0).

From now on, let

(10) M :={geC(0,1],E): g(0) =0 and ¢(1) =Q}
and
(11) ci= inf srg[gﬁ]f(g(s»-

By (8) — (11), we get
c>a>0.

Applying Theorem 2.3 we conclude that the following lemma holds.
Lemma 2.4 There exists a sequence {q tren in E such that
(12) I(gx) — ¢ and I'(q)— 0,

as k — oo.

Lemma 2.5 The sequence {qi}ren given by (12) is bounded in E.
Proof. By (12), for large k,
(13) I (ge)|lex <2 and  |[I(qr) —c| < 1.

Applying (Hs) and (H7) we obtain

(19 Ha) - 3@ > (5 -1) [~ wiaoa

for k € N. Combining (14) with (13) we receive

c+1+lgrlls > (g - 1) /0; W(gn(t))dt

for large k, and hence

(15) / T W)t < —2— (e 41+ laells).

2
w—2
By the use of (Hs), (Hs) and (Hy), we get

(16) Moo < Balacl — u [ T W (gt
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for k € N. From (7) and (16) it follows that

(17) %I(Qk) - ‘uleI/(Qk)Qk > (; - /i) gl % — (bll - ;2) /_Oo W (qe(t))dt

for k € N. By (13) and (17), for large k,

9 e +lale (52 ) lali- (5 - 1) [ W

Finally, from (15) and (18), for large k,

1 1 1
19 5= 2 < —(e+D+
(19) (2 u) laelle < bl( )+ llarll e
2 1 1
i <b1 b2> ( gkl £)

Since p > 2, (19) shows that {g}ren is bounded in E.
O
For each k € N there is 7, € R such that a map ¢, : R — R" given by

Gr (8) = qr(t + 7k),

where t € R, achieves a maximum at 0 € R, i.e.

(20) max{|gr, (t)]: t € R} = [gr, (0)],

Then ¢,, € E. Applying a change of variables ¢t = s — 7, dt = ds, we obtain

lgrlle = llarlle, I(gr) = I(qx) and [I'(gr )l = [T'(qr)ll e, as is easy to
check. In consequence, by Lemma 2.4,
(21) I(gr,) — ¢ and I'(gr,) — 0,

as k — oo, and by Lemma 2.5, the sequence {¢, }ren is bounded in E. Since E
is a reflexive Banach space, {q;, } ren possesses a weakly convergent subsequence
in F.

Let go denote a weak limit of a weakly convergent subsequence of {¢,, }ren-
Without loss of generality, we will write

(22) Gr, = qo in E,
as k — oo, which implies ¢,, — qo in L. (R, R™), as k — oo.

loc

Lemma 2.6 ¢ given by (22) is a homoclinic solution of (1).
Proof. Since qg € E, we see that go(t) — 0, as t — £o00, by Fact 2.1. Therefore,

it is sufficient to show that I’(gp) = 0. Fix w € C§°(R,R™) and assume that for
some A > 0, supp(w) C [—A, A]. We have

A
I'(gr )w = [A [(gr (8), @(2)) = (VV(gr, (1)), w(2))] dt
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for each k € N. From (21) it follows that I'(¢;, )w — 0, as k — oco. On the

other hand,
/ (QTk dt 4)/ QO

as k — oo, by (22), and

A A
| Vi)t = [ (Vo) o)

—A

as k — oo, because ¢, — ¢qo uniformly on [—A, A]. Thus I’( mw — I'(go)w
as k — oo, and, in consequence, I'(gp)w = 0. Since C§°(R,R™) is dense in FE,
we get I'(qo) = 0.

O

Lemma 2.7 Let gy be given by (22). Then ¢o(t) — 0, as t — Fo0.

Proof. From Fact 2.1, we obtain

t+ % t+3
P <2 [ Clin@Pds+2 [ (laols)P + (o)) ds.

-2 2

For this reason, it suffices to notice that

r+1
/ () 2ds — 0,

as r — Fo0o. Since g satisfies (1), we have

r+1 r+1
/ |Go(s)[ds = / IVV (qo(s))|?ds.

Take € > 0. By (Hs) and (Hg), there is n > 0 such that for |¢| <7, |[VV(¢)| < e.
Moreover, there is § > 0 such that, if |s| > 4, then |go(s)| < n. Hence, if
|r| > + 1, then

r+1
/ |VV(q0(s))|2ds <&,

which completes the proof.
O
To finish the proof of Theorem 1.1, we have to show that g # 0.
On the contrary, suppose that ¢y = 0. Consequently, we have ¢, (0) — 0, as
k — oo. From (20) it follows that g, — 0 uniformly on R, as k¥ — co. By (21)
and the boundedness of {¢,, }ken in E, we get

(23) 2I(q7—k)71/(q7k)q7k — 2¢>0,
as k — co. On the other hand, by (Hy), (Hg) and (2),

+oo
21(gr) = I'(gr)4re = / [(VV(gr. (1)), ¢, (8)) = 2V (g, (2))] dt

— 00

+oo
- / 2K (gr, (1)) — (VI (gny (£)), g (£))]

— 00

+oo
+ / (VW (g (8)), e (£)) — 2W (g (£))] i — 0,

— 00
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as k — oo. Indeed. Take € > 0. From (Hy), (Hs) and (2), we deduce that there
is 0 > 0 such that if |¢| < 6, then [2K(q) — (VK(q),q)| < €|q|?, VW (q)| < ¢]q]
and |W (q)| < €|q|?. Since ¢,, — 0 uniformly on R, there is ky € N such that for
k > ko and for t € R, |g,, (t)] < 8. Hence [21(qs,) — I'(qr,)qr, | < 4€|lqr, ||% for
k > ko, which contradicts (23).
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